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Part I

Introduction

We shall start with the question:

What is homological algebra?

Let's take a look at its origin, topology.

Let f0, f1 : X → Y be two continuous maps between two topological spaces X and Y . We say

that f0 is homotopic to f1, written as f0 ∼ f1 if there exists a continuous map h : X × [0, 1]→ Y ,

such that h|X×{t} = ft for t = 0, 1. This map h is called a homotopy between f0 and f1.

We can de�ne the (classical) homotopy category Ho (Top) of topological spaces by

Ob (Ho (Top)) = Ob (Top) .

HomHo(Top) (X,Y ) = [X,Y ] :=the set of homotopy classes of maps from X to Y .

The iso-class of a space in Ho (Top) is called a homotopy type.

Remark. Homotopy category is much smaller than Top. Passing to homotopy types we ignore local

properties of spaces. In this way, we simplify spaces.

Example. The solid torus S1 ×D2 is homotopic to the circle S1.

This point of view provides us a similar idea to understand homological algebra.

Homological algebra is a way to �simplify� algebraic structure (such as groups, modules,

rings, etc. ) in the same way homotopy theory simpli�es topological spaces. It is the way

of assigning �homotopy types� to each object. The goal is to study homotopy-invariant

functors on algebraic objects.

If we have a functor F : Top→ A where A can be the category of abelian groups or vector spaces

which perseveres homotopy types, i.e. this functor can be factorized through Ho (Top),

F : Top //

%%

A

Ho(Top)

::
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such a functor is called a homotopic functor.

Similarly, if we have a homotopic functor F : C → A where C is some algebraic category, we

shall have

F : C //

&&

A

Ho (C) = D (C)

88

where D (C) is the derived category.

Example. The Ext and Tor functor.

Theory of Linear Di�erential Equations from Homological Point of View.

We shall look at the following classical example in linear PDEs to see the importance of homological

algebra. We will come back to this example later in class from time to time.

Example. Let X ⊆ Cn be an open subset, n ≥ 1. O = Oan (X) is the commutative ring of analytic

functions de�ned on X. D = Dan (X) is the non-commutative ring (and in fact an algebra) of linear

di�erential operators with coe�cients in O. In standard coordinates,

D ∼= O
[
∂

∂x1
, · · · , ∂

∂xn

]

(this bracket notation is not correct because the di�erential operators are not commutative, but we

abuse the notation for simpli�cation) where ∂
∂xi

are the linear di�erential operators

∂
∂xi

: O −→ O

f (x1, · · · , xn) 7−→ ∂f
∂xi

(x1, · · · , xn)

Thus a linear di�erential operator P on X is just an element in D in the form

P (x, ∂) =
N∑

i1,··· ,in

ai1 · · · ain (x1, · · · , xn)

(
∂

∂x1

)i1
· · ·
(

∂

∂xn

)in
.

For instance, the Laplacian operator ∆n =
(

∂
∂x1

)2
+ · · ·+

(
∂
∂xn

)2
.
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A linear di�erential equation can be regarded as a kernel of such an operator,

Pu = 0 (1)

where u is the unknown function, u ∈ O or u ∈ C∞ (X) or u ∈ D1 (X).

A system of linear di�erential equations can be as a kernel of a system of operators,

Pu = 0, or
l∑

j=1

Pij

(
x,

∂

∂x

)
uj = 0, i = 1, · · · , k (2)

where u = (u1, · · · , ul) are unknown functions.

In general, the system makes sense for u living in any (left) D-modules.

Given any S ∈ D −Mod, we de�ne the solution set as

SolP (S) =
{
u = (u1, · · · , ul) ∈ Sl : Pu = 0

}
.

De�nition 0.1. Two systems of type 2 are equivalent if for every S ∈ D −Mod, the solution sets

are the same, i.e.

P ∼ P′ ⇐⇒ SolP (S) ∼= SolP′ (S) , ∀S ∈ D −Mod.

Note that equivalent systems may have very di�erent presentations in terms of matrix di�erential

operations.

Example 0.1. If n = 2, l = 1, the following two systems of linear di�erential equations are equiva-

lent.

P :


∂u
∂x1

= 0

∂u
∂x2

= 0

and P′ :



∂u
∂x1

= 0

∂u
∂x2

= 0

∂2u
∂x1∂x2

+ ∂2u
∂x22

= 0

Problem. Is there an invariant way to present systems of linear PDEs?
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De�nition 0.2. We can de�ne the solution functor for system 2

SolP : D −Mod −→ VectC

S 7−→ SolP (S)(
S

f−→ S′
)
7→

(
SolP (S)

SolP(f)−−−−→ SolP (S′)

)

where the map SolP (S)
SolP(f)−−−−→ SolP (S′) is given by (u1, · · · , ul) 7→ (f (u1) , · · · , f (ul)). Here

(f (u1) , · · · , f (ul)) is a solution in SolP (S′) because f is a morphism between D-modules and it

commutes with P.

This de�nition says that P ∼ P′ if and only if SolP ∼= SolP′ as functors.

De�nition 0.3. A functor F : C → Sets is representable if F ∼= HomC (XF ,−) =: hXF for some

XF .

Remark 0.1. In the next chapter we will study category theory and Yoneda's lemma, and from the

latter we will know that if two functors F and F ′ are representable, then F ∼= F ′ if and only if

XF
∼= XF ′ .

Claim 0.1. The functor SolP is representable.

Proof. De�ne the matrix

P = (Pij)k×l ∈Matk×l (D)

and the vectors

u =


u1

...

ul

 ∈ Sl,
then we can rewrite Pu in a matrix form. Consider the map

ϕ : Dk ·P−→ Dl

(u1, · · · , uk) 7→ (u1P11 + · · · , ukPk1, · · · , )

9



where Dk = D ⊕ · · · ⊕ D︸ ︷︷ ︸
k

. Notice that ϕ is a homomorphism of left D-modules. Indeed, ∀a ∈ D,

ϕ (au1, · · · , aul) = (au1P11 + · · ·+ aukPk1, · · · ) = a · ϕ (u1, · · · , uk)

De�ne MP := Coker (ϕ) ∼= Dl/Dk · P. When k = l = 1, this is MP = D/D · P . We claim that SolP

is representable via MP,

SolP ∼= HomD (MP,−) .

Consider the exact sequence

Dk ϕ−→ Dl →MP → 0.

Fix any S ∈ D −Mod and apply HomD (−, S), we get a long exact sequence

0 // HomD (MP, S) // HomD
(
Dl, S

)
//

∼=
��

HomD
(
Dk, S

)
//

∼=
��

· · ·

Sl Sk

The isomorphism HomD
(
Dl, S

) ∼=−→ Sl is given by
(
Dl f−→ S

)
7→ (f (e1) , · · · , f (el)) where e1, · · · , el

is the standard basis of Dl. Therefore

HomD (MP, S) ∼= ker
(
P : Sl → Sk

)
=: SolP (S) .

Moral. D-modules of the formM = Coker
[
Dk → Dl

]
are coherent and they are the correct way to

represent systems of linear di�erential equations. In this language, solution sets are interpreted

as HomD (M,S).

Need of Homological Algebra

Given a D-module M and decompose it into M1 ⊂ M � M/M1 =: M2. We will get a short exact

sequence

0→M1 →M →M2 → 0.
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The natural question is, can we recover the information about solution of M in terms of solutions

of M1 and M2? The answer is no, unless we do homological algebra.

Example 0.2. Let P = A · B be an operator where A = x2
∂
∂x1
− ∂

∂x2
, B = ∂

∂x2
, then P =

x2
∂2

∂x1∂x2
− ∂2

∂x22
. In this case, MA = D/D · A,MB = D/D · B and MP = D/D · P . We have the

following short exact sequence

0→MA →MP →MB → 0.

One of the main theorem of homological algebra is the existence of higher derived functors

ExtnD (M,−) : D −Mod→ VectC, n = 0, 1, · · · .

such that

1. Ext0D (M,−) = HomD (M,−).

2. ExtnD (M,−) are characterized by the following long exact sequence

0 // HomD (M2, S) // HomD (M,S) // HomD (M1, S)

rr
Ext1D (M2, S) // Ext1D (M,S) // Ext1D (M1, S) // · · ·

Moral. To study linear di�erential equations, we need to introduce �higher� solution spaces in S:

{ExtnD (M,S)}n≥0. In fact, it is natural to organize these spaces and the homology of a chain

complex RHomD (M,S),

RHomD (M,−) : Com (D −Mod)→ Com (Vectk) .

Question. Given a system 2, when does it have a �nite-dimensional space of analytic solution?

Answer. When M is a holonomic D-module, i.e. ExtiD (M,O) = 0,∀i 6= n where n = dimCn.

11



1 CATEGORIES AND FUNCTORS

Part II

Preliminaries

Plans for next three lectures:

• Categories. Basic constructions.

• Functors and morphisms of functors.

• Yoneda lemma. Representable functors. Examples.

• Limits and colimits. Adjoint functors.

• Kan-extensions.

1 Categories and Functors

1.1 Categories

De�nition 1.1. A category C consists of the following data:

• A class of objects denoted Ob (C)

• A class of morphisms denoted Mor (C)

such that for all f ∈ Mor (C), there exits unique objectsX = s (f), the source of f , and Y = t(f),

the target of f , and write HomC (X,Y ) = {f ∈ Mor (C) : s(f) = X and t(f) = Y }. Equivalently,

for every ordered pair (X,Y ) of objects in C, HomC (X,Y ) is de�ned. A morphism f in HomC (X,Y )

is denoted f : X → Y .

This data must satisfy the following axioms:

• For any ordered triple (X,Y, Z) ∈ Ob (C) there is a map called �◦�

◦ : HomC (X,Y )×HomC (Y, Z) −→ HomC (X,Z)((
X

f→ Y
)
,
(
Y

g→ Z
))

7−→
(
g ◦ f : X

f→ Y
g→ Z

)

12



1.1 Categories 1 CATEGORIES AND FUNCTORS

• For every X ∈ Ob (C), there exists IdX ∈ HomC (X,X) such that IdX ◦ f = f and g ◦ IdX = g

for all f : Y → X and for all g : X → Y .

Remark 1.1. A convenient way to organize this data is as the pullback diagram

Mor(C)×Mor (C) //

��

Mor (C)

s

��
Mor (C) t // Ob (C)

where our data is described by

Mor (C)×Ob(C) Mor (C) ◦−→ Mor (C)

t−→
Id←−
−→
s

Ob (C) .

Example 1.1. Roughly, examples can be divided into three groups.

1. Categories C whose objects are sets with additional structure and morphisms are maps of sets

preserving that structure. Examples of these categories include

• Set the category of sets and set functions.

• Top the category of topological spaces and continuous maps.

• Gr the category of groups and group homomorphisms.

• Ab the sub category of Gr of abelian groups.

• Ring the category of rings and ring homomorphisms.

• Vectk the category of vector spaces over a �eld k and linear maps.

• A−Mod and Mod−A the category of left modules and the category of right modules

respectively over a ring A and module homomorphisms.

• Algk the category of algebras over a �eld kand �eld homomorphisms.

2. Categories C whose objects are still sets with some extra structure but the morphisms are not

maps of sets. Examples of these categories include

• Ho(Top) the category of topological spaces and homotopy classes of maps.

13



1.1 Categories 1 CATEGORIES AND FUNCTORS

• Fun (C,D) the category of functors and natural transformations.

3. Categories C corresponding to algebraic structures. Examples of these categories include

• Monoids are categories with exactly one object.

• Groupoids are categories in which every morphism is invertible. For example, a group

considered as a one object category with its elements as morphisms is a groupoid.

• Poset Given a preordered set (I,≤), de�ne a category I by declaring that Ob (I) = I and

HomI (x, y) =


∅, x � y

−→, x ≤ y.

• A topological space X gives rise to a category Open(X) whose objects are open subsets

of X and

HomOpen(X) (U, V ) =


∅, U * V

−→, U ⊆ V.

• A quiver is a directed graph. A quiver Q de�nes a category whose objects are the vertices

of Q and morphisms are paths connecting vertices. The following special examples of

quivers will appear later in the course

(a) The pullback quiver { • // • •oo }.

(b) The push-out quiver { • •oo // • }.

(c) The equalizer quiver { • //// • }.

Example 1.2. The cosimplicial category, denoted ∆, is de�ned by

Ob (∆) = {[n] = {0, 1, . . . , n}}n≥0

Hom∆ ([n] , [m]) = {f : [n] −→ [m] : f (i) ≤ f (j) if i ≤ j} .

A geometric realization of the cosimplicial category is the category whose objects are geometric

simplicies ∆n. Recall that ∆n is the convex hull of unit vectors e0, e1, . . . , en in Rn+1. Morphisms

14



1.1 Categories 1 CATEGORIES AND FUNCTORS

between geometric simplicies are given by

Hom∆ (∆n,∆m) =
{
linear maps f : Rn+1 −→ Rn+1 sending ei 7→ ef(i)

}
.

It is worth noting that∞−categories can be thought of as simplicial sets. That is, as a contravariant

functor ∆op −→ Set satisfying (weak) Kan extension condition.

De�nition 1.2. A category is called small if Ob (C) is a set.

Remark 1.2. Set is not a small category. Other categories that are not small include Gr, Ring,

Ab. One can enlarge the �universe� of sets and add one axiom to the standard axiomatics that

requires every set X to belong to some universe U and declare that X
′
is U−small if X

′ ∼= X for

some X ∈ U . A precise discussion of this construction can be found in [SGA4].

De�nition 1.3. A category is locally small if HomC (X,Y ) is a set for every X,Y ∈ Ob (C).

De�nition 1.4. A morphism f : X −→ Y in C is

• an isomorphism if there exists a morphism g : Y −→ X such that fg = IdY and gf = IdX .

• an endomorphism if X = Y .

• an automorphim if X = Y and f is an isomorphism.

• a monomorphism (or monic) if for any parallel pair: g1, g2 : Z −→ X, f ◦ g1 = f ◦ g2 implies

that g1 = g2. Equivalently, f is monic if the map

f ◦ − : HomC (Z,X) −→ HomC (Z,X)

is injective.

• an epimorphism (or epi) if for any parallel pair: g1, g2 : Y −→ Z, g1 ◦ f = g2 ◦ f implies that

g1 = g2. Equivalently, f is epi if the map

− ◦ f : HomC (Y, Z) −→ HomC (X,Z)

is injective.
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1.2 Functors 1 CATEGORIES AND FUNCTORS

Example 1.3. In the �rst class of examples from Example 1.3, monics are injective maps of the

underlying sets. However, this is not the case for epimorphisms. For example, in the category

Ring of unital rings, and the category of (Hausdor�) topological space, the map Z ↪→ Q is an

epimorphism in the respective categories but is set theoretically not surjective.

De�nition 1.5. An object in C is called initial, denoted ∅, if for every X ∈ Ob (C) there exists a

unique morphism f : ∅ −→ X. It is terminal, denoted ?, if for every X ∈ Ob (C) there exists a

unique morphism f : X −→ ?. It is null if ∅ = ?.

Example 1.4. In Set, the empty set is an initial object, any one-element set is a terminal object,

and there is no terminal object. In Gr the trivial group is the null object.

Remark 1.3. (Due to Quillen) In the theory of model categories, it was discovered that the existence

of null objects make homotopy theory much richer.

1.2 Functors

Given two categories C and D.

De�nition 1.6. A functor F : C → D consists of

• a map

F : Ob (C) −→ Ob (D)

X 7−→ FX

• a family of maps, one for each pair (X,Y ) ∈ Ob (C)×Ob (C)

F : HomC (X,Y ) −→ HomD (FX,FY )(
X

f−→ Y
)
7−→

(
FX

Ff−−→ FY
)

satisfying

1. F (IdX) = IdFX ,∀X ∈ Ob (C).

2. F(g ◦ f) = Fg ◦ Ff wherever f and g are compatible maps in C.

De�nition 1.7. A contravariant functor from C to D is a functor F : Cop → D where Cop is the

opposite category de�ned by

16



1.2 Functors 1 CATEGORIES AND FUNCTORS

• Objects: Ob (Cop) = Ob (C) (write Xo ∈ Ob (Cop) for X ∈ Ob (C)), and

• Morphisms: HomCop (Xo, Y o) := HomC (Y,X) for any X,Y ∈ Ob (C).

Example 1.5. (Contravariant Functors)

1. op : C → Cop, this is the identity functor Cop → Cop.

2. Duality ∗ : Vectopk → Vectk, V 7→ V ∗ = Homk (V, k).

De�nition 1.8. A functor F : C → D is called

• faithful if ∀X,Y ∈ Ob (C), F : HomC (X,Y )→ HomD (FX,FY ) is injective.

• full if ∀X,Y ∈ Ob (C), F : HomC (X,Y )→ HomD (FX,FY ) is surjective.

• fully faithful if if ∀X,Y ∈ Ob (C), F : HomC (X,Y ) → HomD (FX,FY ) is both injective and

surjective.

• essentially surjective if ∀Y ∈ Ob (D), ∃X ∈ Ob (C) such that FX ∼= Y .

• conservative if f is an isomorphism in C ⇔ Ff is an isomorphism in D.

De�nition 1.9. Given two categories C and D, we can de�ne the product C × D by

• Objects: Ob (C × D) = Ob (C)×Ob (D), and

• Morphisms: HomC×D ((X1, Y1) , (X2, Y2)) = HomC (X1, X2)×HomD (Y1, Y2) for any X1, X2 ∈

Ob (C) and Y1, Y2 ∈ Ob (D).

A bifunctor is a functor F : C × D → E .

Example 1.6. For any category C we have the Hom bifunctor

Hom : Cop × C −→ Set

(X,Y ) 7−→ HomC (X,Y )

which is contravariant in the �rst argument and covariant in the second argument.
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1.3 Morphisms of Functors (Natural Transformations) 1 CATEGORIES AND FUNCTORS

1.3 Morphisms of Functors (Natural Transformations)

Let F,G : C → D be two functors.

De�nition 1.10. A morphism of functors α : F ⇒ G is a collection of morphisms in D indexed by

objects in C:

α = {αX : FX → GX}X∈Ob(C)

satisfying (the natural property) that for any f : X → Y in C, the following diagram

FX
αX //

Ff
��

GX

Gf
��

FY
αY // GY

commutes in D.

Example 1.7. For each n ≥ 1, we have a functor

GLn : CommRing −→ Gr

A 7−→ GLn (A)

where GLn (A) is the group of invertible n× n matrices with entries in A.

For n = 1,

GL1 : CommRing −→ Gr

A 7−→ A∗ = {units in A}

We have a morphism of functors detn : GLn → GL1 for each n ≥ 1,

detn = {(detn)A : GLn (A)→ GL1 (A) ,M 7→ det (M)}A∈Ob(CommRing) .

Compositions of Morphisms of Functors

Morphisms of functors can be composed in two ways, namely �vertical� and �horizontal� compositions

of morphisms of functors.

1. �Vertical� composition of morphisms of functors.

Given three functors F1, F2, F3 : C → D and two morphisms of functors α : F1 ⇒ F2 and
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1.3 Morphisms of Functors (Natural Transformations) 1 CATEGORIES AND FUNCTORS

β : F2 ⇒ F3, we can de�ne their composition in the following manner,

βα =
{

(βα)X : F1X
αX−−→ F2X

βX−−→ F3X
}
X∈Ob(C)

,

which can be illustrated as the following graph.

C•

F1

$$�� α
;;

F3

�� β

F2 // •D

2. �Horizontal � composition of morphisms of functors.

Given four functors F1, F2 : C → D and G1, G2 : D → E and two morphisms of functors

α : F1 ⇒ F2 and β : G1 ⇒ G2,

C
F1 &&

F2

88�� α D
G1
%%

G2

99�� β E

the composition is de�ned in the following manner,

β ◦ α = {(β ◦ α)X : G1F1X → G2F2X}X∈Ob(C)

where (β ◦ α)X : G1F1X → G2F2X is given by the composition (β ◦ α)X = βF2X ◦G1αX .

F1X
αX //

G1

��

F2X

G1

��
G1F1X

G1αX //

(β◦α)X %%

G1F2X

βF2X
��

G2F2X

Special Cases Convolutions of functors and morphisms.

1. When F1 = F2 = F and α = IdF , this reduces to

C F // D
G1
%%

G2

99�� β E
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1.4 Functor Categories 1 CATEGORIES AND FUNCTORS

and we use the notation

β ◦ F =
{

(β ◦ F )X : G1FX
βFX−−−→ G2FX

}
X∈Ob(C)

2. When G1 = G2 = G and β = IdG, this reduces to

C
F1 &&

F2

88�� α D
G // E

and we use the notation

G ◦ α =
{

(G ◦ α)X : GF1X
GαX−−−→ GF2X

}
X∈Ob(C)

1.4 Functor Categories

De�nition 1.11. Let C be a small category (i.e. the objects in C form a set) and D be any category.

De�ne the functor category DC := Fun (C,D) with

• Objects: functors from C to D, and

• Morphisms: morphisms of functors from C to D, and

• Composition: vertical composition.

Remark 1.4. If C and D carry extra structures (e.g. additive categories) then we require the functor

in Fun (C,D) to preserve these structures.

Examples

Presheaves. Let X be a topological space. Op (X) is the category of open sets in X with

• Objects: Ob (Op (X)) = {U ⊆ X : U is open}.

• Morphisms: HomOp(X) (U, V ) =


∅ U 6⊆ V

→ U ⊆ V
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1.4 Functor Categories 1 CATEGORIES AND FUNCTORS

Then Presh (X) := Fun (Op (X)op ,Set) is the presheaves (of sets) over X, and AbPresh (X) :=

Fun (Op (X)op ,Ab) is the category of abelian presheaves over X. Explicitly, an abelian presheaf

F on X is given by an assignment of abelian groups to every open U ⊆ X,

U 7−→ F (U)

with group homomorphism (restriction morphism) ρVU : F (V )→ F (U) for each U ⊆ V , such that

for any triple U ⊆ V ⊆W of open subsets in X, ρWU = ρVU ◦ ρWV : F (W )→ F (U).

Exercise 1.1. Check that this data is precisely a functor.

Simplicial Objects. Recall that ∆ is the cosimplicial category with

• Objects: Ob (∆) = {[n]}n≥0 where [n] = {0 < 1 < 2 < · · · < n}.

• Morphisms: f : [n]→ [m] order-preserving maps of sets.

De�nition 1.12. sSet := Fun (∆op,Set) is the category of simplicial sets. More generally, if C is

any category, we can de�ne the category of simplicial objects in C, sC = Fun (∆op, C).

The categories sC of simplicial objects in C are the categories where we apply homological algebra.

Algebraic Theories. All basic algebraic categories (e.g.Gr,Ring,CommRing,Mod, · · · ) i.e.

categories whose objects are sets with binary operations satisfying natural axioms, can be viewed

as functor categories.

De�nition 1.13. An algebraic theory is a small category T equipped with �nite products (see later

for precise de�nition) and objects {Tn}n≥0 for each natural number such that for every n, Tn is

equipped with an isomorphism Tn
∼=−→ T1 × · · · × T1︸ ︷︷ ︸

n

. A T -algebra (or model for T ) in a category C

is a functor A : T → C preserving products in the sense that the natural morphisms in C

A (Tn)→ A (T1)× · · · ×A (T1)︸ ︷︷ ︸
n

obtained by applying A to Pn,i : Tn → T1, i = 1, · · · , n is an isomorphism. Denote by AlgT (C) the

category of T -algebras in C.
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1.4 Functor Categories 1 CATEGORIES AND FUNCTORS

Example 1.8. Let C = Set be the category of sets. Gr is the category of groups. Let T be the

full subcategory of free groups, with objects

Fn := F 〈x1, · · · , xn〉 , n ≥ 1

F0 := e

Note that there is a natural isomorphism

F1 t · · · t F1︸ ︷︷ ︸
n

∼=−→ Fn (coproduct)

Let F = T op, then we claim that AlgF (Set) ∼= Gr.

Exercise 1.2. Prove AlgF (Set) ∼= Gr.

Example 1.9. Fin is the category of �nite sets with objects n = {1, · · · , n} and 0 = ∅. Note that

for all n ∈ N, there is a natural isomorphism

1 t · · · t 1︸ ︷︷ ︸
n

∼=−→ n.

Take T = Finop, this is the algebraic theory of commutative unital k-algebras, i.e. AlgFinop (Vectk) ∼=

CommAlgk.

Exercise 1.3. Prove AlgFinop (Vectk) ∼= CommAlgk.

The Center of A Category

In the de�nition of a functor category, consider the case when C = D and denote the identity functor

on C by IdC . The center of a category C, denoted Z (C), is de�ned as

Z (C) = End (IdC) := HomFun(C,C) (IdC , IdC) .

By de�nition, Z (C) is an associative unital semigroup (i.e. a monoid). One can also consider

Aut (IdC) which is the group of isomorphisms of the identity functor.

Lemma 1.1. Z (C) is a commutative monoid. Consequently, Aut (IdC) is an abelian group.
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1.4 Functor Categories 1 CATEGORIES AND FUNCTORS

Proof. By de�nition, a morphism α : IdC =⇒ IdC is given by

α = {αX : X → X}X∈Ob(C)

such that for any f : X → Y in C, the following diagram

X
αX //

f
��

X

f
��

Y
αY // Y

(3)

commutes. Given α, β ∈ Z (C), consider the diagram (3) for α with Y = X and f = βX . Then the

commutativity of the diagram

X
αX //

βX
��

X

βX
��

X
αX // X

implies that αβ = βα.

One interesting example is the center of a module category.

Theorem 1.1. Let R be an associative unital ring and R−Mod the category of left modules over

R. There is a natural isomorphism Z (R−Mod) ∼= Z (R), where Z (R) is the center of the ring. In

particular, if R is commutative, then Z (R−Mod) ∼= R.

The idea of this theorem is that commutative rings can be recovered from their module (or

representation) category.

Proof. We construct two maps which will turn out to be natural inverses:

ϕ : Z (R) −→ Z (R−Mod) (4)

Fix z ∈ Z (R) and de�ne ϕ (z) : IdC ⇒ IdC by

ϕ (z) =

 (ϕ (z))M : M −→ M

m 7−→ zm


M∈Ob(R−Mod)

.
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1.5 Equivalence of Categories 1 CATEGORIES AND FUNCTORS

Note that ϕ (z)M is well de�ned because for all r ∈ R and for all m ∈M , ϕ (z)M (rm) = z (rm) =

(zr)m = (rz)m = r (zm) . To see that ϕ (z) is well-de�ned as a morphism between the identity

functor, we need verify that for every f : M −→ N in R−Mod, the diagram

M
(ϕ(z))M//

f
��

M

f
��

N
(ϕ(z))N// N

commutes. Indeed, for every m ∈M , f ((ϕ (z))M (m)) = f (zm) = zf (m) = (ϕ (z))N (f (m)).

ψ : Z (R−Mod) −→ Z (R) (5)

Fix α : IdC ⇒ IdC given by α = {αM : M →M}M∈Ob(R−Mod) and consider αR : R −→ R. De�ne

ψ (α) = αR (1R) ∈ R. We will show that indeed αR (1R) ∈ Z (R). Fix any r ∈ R and de�ne

f : R −→ R by x 7→ xr. Since f is a morphism in R−Mod, the diagram

R
αR //

f
��

R

f
��

R
αR // R

commutes. In particular, it implies that αR (1R) r = f (αR (1R)) = αR (f (1R)) = αR (r) =

rαR (1R). Thus the map ψ is well de�ned. One can easily show that ϕ and ψ are inverse to

each other.

Remark. The category C = R−Mod discussed in this example is an additive category so each

HomR (M,N) is an abelian group. This can be used to de�ne an additive structure on Z (C) by

(α+ β)M = αM + βM for every M ∈ Ob (C).

1.5 Equivalence of Categories

It seems natural to say that a functor F : C −→ D is an isomorphism of categories if there exists a

functor G : D −→ C such that G ◦ F = IdC and F ◦ G = IdD. However, this is a useless notion in

mathematical practice. Unless C = D and F = IdC , this notion does not occur in nature.

Remark. (Due to V. Voevodski) In Type theory, categories viewed up to isomorphism are called
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1.5 Equivalence of Categories 1 CATEGORIES AND FUNCTORS

pre-categories.

The correct notion of equivalence of categories is based on the notion of an isomorphism of

functors.

De�nition 1.14. Let F,G : C −→ D be two functors. A morphism of functors α : F =⇒ G is an

isomorphism if there exists β : G =⇒ F such that αβ = IdG and βα = IdF , where IdF : F =⇒ F is

given by (IdF )X = IdFX for every X ∈ Ob (C).

Lemma 1.2. A morphism α : F =⇒ G is an isomorphism if and only if for any X ∈ Ob (C),

αX : FX −→ GX is an isomorphism in D.

Proof. � =⇒ � If α : F ⇒ G is an isomorphism, there exists β : G → F such that βα = IdF and

αβ = IdG, i.e. βXαX = IdFX and αXβX = IdGX for any X ∈ Ob (C). In particular, αX is an

isomorphism in D for any X ∈ Ob (C).

� ⇐= � If for any X ∈ Ob (C), αX : F (X) −→ G (X) is an isomorphism in D, let βX = α−1
X :

GX → FX. We need to check that β : G → F is a morphism of functors. Given f : X → Y , the

diagram

FX
αX //

Ff
��

GX

Gf
��

FY
αY // GY

commutes, which implies that

GX
βX //

Gf
��

FX

Ff
��

GY
βY // FY

commutes, whence β is a morphism of functors.

Exercise 1.4. Prove the lemma.

De�nition 1.15. A functor F : C −→ D is called an equivalence of categories if there exists a

functor G : D −→ C together with isomorphisms of functors such that F ◦G ∼= IdD and G◦F ∼= IdC .

Two categories C and D are said to be equivalent, written C ∼−→ D, if there exists an equivalence of

categories F : C −→ D.

Remark 1.5. The functor G in the de�nition is far from being canonical and is said to be quasi-

inverse to F .
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Example 1.10. In the category Vectk of vector spaces and linear maps over a �xed �eld k, consider

the two full subcategories:

C = {kn}, the one-object subcategory with all maps kn −→ kn which are given by n×n-matrices

over k.

D = Vectnk , the category of all n−dimensional vector spaces over k and linear maps between

them.

There is a natural inclusion functor i : C −→ D which is an equivalence of categories. To

construct a quasi-inverse, G : Vectk −→ {kn} we have to choose a basis in each V ∈ Ob (Vectk)

which gives an identi�cation V ∼= kn and for f : V −→ W , the morphism G (f) is the matrix of f

in the chosen basis.

The following theorem due to Freud gives a very useful characterization of categories.

Theorem 1.2. A functor F : C −→ D is an equivalence of categories if and only if F is fully faithful

and essentially surjective.

The proof is based on the following lemma:

Lemma 1.3. Let C be a category. Then there is a full subcategory C0 such that the inclusion functor

i : C0 −→ C is an equivalence of categories and has the property that any two isomorphic objects in

C0 are equal.

De�nition 1.16. Such a category is called the skeleton of C and is denoted sk (C).

The category C0 is de�ned by choosing exactly one object in each isomorphism class of objects

in C.

For example, {kn} = sk (Vectnk) or more generally,
{

0, k, k2, . . . , kn, . . .
}

= sk (Vectk) .

Fundamental groupoids. Recall that a groupoid is a (small) category in which every morphism

is an isomorphism. In particular, a groupoid with one object is a group, that is, if G is a groupoid

with one object ?, then G = HomG (?, ?) is a group.

For a topological space X, we de�ne its fundamental groupoid Π (X) by Ob (Π (X)) = X

and for x, y ∈ Ob (Π (X)), HomΠ(X) (x, y) is the set of homotopy equivalent paths from x to y.

For x ∈ Ob (Π (X)), End (x) = Π1 (X,x), is the usual fundamental group of X based at x and
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Π0 (Π (X)) is the set of connected components of X. For a general category C, we de�ne the set of

components of C, denoted Π0 (C) by

Π0 (C) = Ob (C) / ∼

where ∼ is the smallest equivalence relation generated by elementary relations: x ∼ y if and only if

there exists x
f→ y in C.

1.6 Representable Functors and Yoneda Lemma

Recall if X is a topological space, we de�ne Op (X) the category of open sets in X and presheaves

on X as functors Op (X)op → Set. We want to extend this de�nition to general categories.

Fix a (locally small) category C, de�ne Ĉ = Fun (Cop,Set). By analogy with topology, we call

F ∈ Ob
(
Ĉ
)
a presheaf on C.

Remark 1.6. If C = {?} is the �pointed� category, then Ĉ ∼= Set. (Another point of view) If C is a

small category, this suggests to think (and call) F ∈ Ob
(
Ĉ
)
C-sets. In fact, the category Ĉ of C-sets

shows many good properties with Set. (In fact, it is a topos.)

Given X ∈ Ob (C), we can de�ne

hX : Cop −→ Set

Y 7−→ C (Y,X) := HomC (Y,X)(
Y

f−→ Z
)
7−→

 f∗ : C (Z,X) −→ C (Y,X)(
Z

g−→ X
)
7−→

(
Y

f−→ Z
g−→ X

)


where f∗ is the precomposition with f .

De�nition 1.17. A functor (a presheaf) F : Cop → Set is representable if there exists X ∈ Ob (C)

together with isomorphism of functors Ψ : hX
∼⇒ F in Ĉ. The assignment X 7→ hX extends to a

(covariant) functor

h : C −→ Ĉ

X 7−→ hX

which is called the Yoneda functor and de�ned (on morphisms) as follows.
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For f : X1 → X2, de�ne hf : hX1 → hX2 by

hf =

 hf (Y ) : hX1 (Y ) = C (Y,X1) −→ hX2 (Y ) = C (Y,X2)(
Y

g−→ X1

)
7−→

(
Y

g−→ X1
f−→ X2

)


We need to check that hf is a morphism of contravariant functors. The following diagram

hX1 (Y )
hf (Y )

//

s∗

��

hX2 (Y )

s∗

��
hX1 (Z)

hf (Z)
// hX2 (Z)

(
Y

g−→ X1

)
� //

_

��

(
Y

g−→ X1
f−→ X2

)
_

��(
Z

s−→ Y
g−→ X1

)
� //

(
Z

s−→ Y
g−→ X1

f−→ X2

)
commutes for any s : Z → Y because associativity of composition of morphisms, f ◦ (g ◦ s) =

(f ◦ g) ◦ s.

It is easy to check that hf◦g = hf ◦ hg because this is equivalent to (f ◦ g)∗ = f∗ ◦ g∗. Thus we

have a natural functor

h : C −→ Ĉ

X 7−→ hX(
X1

f−→ X2

)
7−→ hf = {hf (Y ) : hX1 (Y )→ hX2 (Y )}Y ∈Ob(C)

Theorem 1.3. (Yoneda Lemma) For any X ∈ Ob (C) and F ∈ Ob
(
Ĉ
)
the map

ψ : HomĈ (hX , F ) −→ FX

ϕ = {ϕY : hX (Y )→ FY }Y ∈Ob(C) 7−→ ϕX (IdX)

is a bijection of sets.
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Proof. We need to construct the inverse map, given by

φ : FX −→ HomĈ (hX , F )

x 7−→ φ (x) =

 φ (x)Y : hX (Y ) → FY(
Y

f−→ X
)
7→ Ff (x)


Y ∈Ob(C)

There are three things to be checked.

1. For every x ∈ FX, φ (x) is a morphism of functors. This can be shown via the following

commutative diagram

hX (Y )
φ(x)Y //

g∗

��

FY

Fg

��
hX (Z)

φX(Z) // FZ

(
Y

f−→ X
)

� //
_

��

Ff (x)
_

��(
Z

g−→ Y
f−→ X

)
� // F (g∗f) (x) = F (f ◦ g) (x) = Fg (Ff (x))

for any g : Z → Y .

2. ψ ◦ φ = IdFX .

ψ ◦ φ (x) = φ (x)X (IdX) = IdX (x) = x.

3. φ ◦ ψ = IdĈ(hX ,F ).

φ ◦ ψ (ϕ) = φ (ϕX (IdX)) =

 φ (ϕX (IdX))Y : hX (Y ) → FY(
Y

f−→ X
)
7→ Ff (ϕX (IdX))


By the commuting diagram

hX (X)
ϕX //

f∗

��

FX

Ff

��
hX (Y )

ϕY // FY
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(
X

IdX−−→ X
)

� //
_

��

ϕX (IdX) = ϕX (IdX)
_

��(
Y

f−→ X
)

� // ϕY (f) = Ff (ϕX (IdX))

we see that φ ◦ ψ (ϕ) = ϕ.

Corollary 1.1. (Yoneda Lemma II) The functor h : C ↪→ Ĉ is fully faithful. Thus C can be

identi�ed with the full subcategory of Ĉ consisting of representable functors. (That is, Ĉ is a very

natural enlargement of C. )

Proof. We need to show that h : HomC (X,Y )→ HomĈ (hX , hY ) is a bijection. Take F = hY in the

previous theorem,

HomĈ (hX , hY ) −→ HomC (X,Y )

ϕ 7−→ ϕX (IdX)

is the inverse of h for any Y ∈ Ob (C).

The presheaves on C that lie in the essential image of hare the representable functors. The

functor h is called the Yoneda embedding.

Remark 1.7. Yoneda lemma implies

1. If F : Cop → Set is representable by X ∈ Ob (C), i.e. there exists ψ : hX
∼⇒ F , then X is

determined up to a canonical isomorphism. Indeed, suppose X and X ′ ∈ Ob (C) represent F ,

then there exists ψ : hX
∼⇒ F and ψ′ : hX′

∼⇒ F , then (ψ′)−1 ◦ ψ : hX
∼⇒ hX′ . Apply h

−1 to

(ψ′)−1 ◦ ψ we get h−1
(

(ψ′)−1 ◦ ψ
)

: X
∼−→ X ′.

2. We can �rigidify� representability in the following manner. If F is representable with ψ : hX
∼⇒

F for some X ∈ Ob (C), say that F is represented by the pair (X,σ) where σ := ψX (IdX) ∈

FX. We call σ a universal object. Then (X,σ) is determined by F uniquely up to unique

isomorphism, i.e. if there exists (X,σ) and (X ′, σ′) representing F , then there exists a unique

f : X
∼−→ X ′ such that Ff (σ) = σ′.
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3. We can dualize everything and consider the category Fun (C,Set) and introduce for any

X ∈ Ob (C) a covariant functor

hX : C → Set, Y 7→ C (X,Y )

and we say that F : C → Set is corepresentable if there exists X ∈ Ob (C) such that F ' hX

in Fun (C,Set). There is an obvious dual of Yoneda Lemma.

h• : Cop → Fun (C,Set)

is a fully faithful contravariant functor.

Examples

D-modules (PDEs).

Example. Let X ⊆ Cn be an open subset, n ≥ 1. O = Oan (X) is the commutative ring of analytic

functions de�ned on X. D = Dan (X) is the non-commutative ring (and in fact an algebra) of linear

di�erential operators with coe�cients in O. A linear di�erential operator P on X is just an element

in D in the form

P (x, ∂) =

N∑
i1,··· ,in

ai1 · · · ain (x1, · · · , xn)

(
∂

∂x1

)i1
· · ·
(

∂

∂xn

)in
where ∂

∂xi
are the linear di�erential operators

∂
∂xi

: O −→ O

f (x1, · · · , xn) 7−→ ∂f
∂xi

(x1, · · · , xn)

A linear di�erential equation can be regarded as a kernel of such an operator P (x, ∂)u = 0. D is

the ring of analytic di�erential operators generated as a subring of EndC (O) by P (x, ∂). Consider

the solution functor

SolP : D-Mod −→ Set

M 7−→ SolP (M) = {u ∈M : P (x, ∂)u = 0}
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This functor is corepresentable by the left D-module MP = D/D · P ,

SolP (M) ' HomD-Mod (MP ,M)

and P ∼ P ′ if and only if MP
∼= MP ′ .

Representation Schemes. The fundamental problem in representation theory is to understand

the structure of �nite dimensional representations of a given (associative or Lie) algebra A de�ned

over a �eld k. For instance, let Γ be a �nite group and k̄ = k, char (k) = 0, then any n-dimensional

linear representation of Γ is given by k [Γ] → Mn (k). More precisely, �x n ∈ N, the set of all

representations of a given algebra A consists of k-algebra maps

ρ : A→Mn (k) .

The natural approach is to de�ne the representation functor

Repn (A) : CommAlgk −→ Set

B 7−→ HomAlgk (A,Mn (B))

where HomAlgk (A,Mn (B)) is the set of families of representations of A parametrized by Spec (B).

Note Repn (A) (k) is the set of all k-linear n-dimensional representations of A.

Proposition 1.1. The functor Repn (A) is corepresentable,that is, there exists a commutative alge-

bra An such that

HomCommAlgk (An, B) ∼= Repn (A) (B) = HomAlgk (A,Mn (B)) ,

with universal object the universal representation

σ : A→Mn (An) .

Problem. What is An?
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An = C/ 〈[C,C]〉 , C = [A ∗Mn (k)]Mn(k) .

where

C = [A ∗Mn (k)]Mn(k) = {w ∈ A ∗Mn (k) , [w,m] = 0, ∀m ∈Mn (k)} .

There is an embedding

Mn (k) ↪→ [A ∗Mn (k)]Mn(k) .

m 7→ m

Recall from Algebraic Geometry that there is a natural functor

Spec : CommAlgopk −→ Schemesk

A 7−→ Spec (A)

that is fully faithful and whose essential image is the full subcategory of a�ne schemes. For example,

Spec (k [a1, . . . , an]) ∼= Ank . In particular, CommAlgopk
∼= AffineSchemesk, or more conveniently,

CommAlgk
∼= AffineSchemesopk and s

Repn (A) : AffineSchemesopk −→ Set

Spec (B) 7−→ HomAlgk (A,Mn (B)) .

Corollary 1.2. The functor Repn (A) is representable by the a�ne scheme Spec (An) which will be

denoted Repn (A).

Exercise 1.5. Let k be a �eld and A = k [x, y]. Fix n ≥ 1. Then An can be described explicitly as

follows:

1. Consider the polynomial ring of 2n2 variables k [xij , yij ]i,j=1,2,...,n. De�ne the ideal generated

by n2 relations

I =

(
n∑
k=1

(xikykj − yikxkj)

)
i,j−1,2,...,n

.

Prove that An ∼= k [xij , yij ] /I.
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2. Note that it is convenient to organize the variables xij and yij as matrices

X = ‖xij‖i,j=1,2,...,n and Y = ‖yij‖i,j=1,2,...,n

and notice that the relationXY = Y X = 0 de�nes the ideal I. Take B = An, then to the iden-

tity element IdAn ∈ HomCommAlgk (An, An), there corresponds the universal n-dimensional

representation of A

ρun : A −→Mn (An) .

Show that the universal representation in this case is given by

ρun : k [x, y] −→ Mn (An)

x 7−→ X

y 7−→ Y.

Remark 1.8. Repn (k [x, y]) = Spec (An) is called the nth commuting scheme. For n > 5, and k an

algebraically closed �eld of characteristic 0, it is an open conjecture that Repn (k [x, y]) is a reduced

scheme, namely, that the ideal I is radical. It is a well know result of Gerstenhaber (1961) that

Repn (k [x, y]) is irreducible.

Hilbert Schemes. Fix an algebraically closed �eld k of characteristic 0 and let X be a �xed

projective variety over k (for instance, one can take X = Pnk , n ≥ 1).

Problem. Classify all closed subschemes of X. That is, construct a �space� whose points are in

bijection with HilbX (Spec (k)), the set of all closed subschemes in X.

We extend HilbX to a functor

HilbX : Schemesopk −→ Set

U 7−→ {closed subschemes Z ⊂ U ×X such that πU |Z : Z ↪→ U ×X � U is �at} .
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On morphisms, say f : U −→ U
′
, then

Z //� _

��

Z
′
� _

��
U ×X

f×IdX
// U
′ ×X

where Z = (f × IdX)∗ Z
′
is the pullback of the diagram in the category of schemes.

Theorem 1.4. (Grothendieck) The functor HilbX is representable and the corresponding scheme is

called the Hilbert scheme of X.

Remark 1.9. Note that HilbX is not a variety but there is a natural strati�cation of HilbX by

honest projective (Noetherian) schemes. The strata HilbPX are indexed by Hilbert polynomials P

which are de�ned as follows: For a scheme U , �x u ∈ U and consider the scheme theoretic �ber

Zu of πU . De�ne for each integer m the polynomial PZ,u (m) = χ (OZu ⊗OX (m)) where χ is the

Euler characteristic. There is a polynomial PZ ∈ Z [m] such that PZ (m) = PZ,u (m) for all m large

enough. Furthermore, PZ is independent of U and u if U is connected. Using this, we can de�ne

the subfunctor

U 7−→ HilbPX (U) = {Z ∈ HilbX (U) : PZ = P}

for a given P ∈ Z [m].

Theorem 1.5. For any P ∈ Z [m], the subfunctor HilbPX (U) is representable by a projective Noethe-

rian scheme over k.

Remark 1.10. In general, in order to solve a moduli problem in algebraic geometry, we �rst construct

a functor which is expected to be representable by the moduli space we are looking for. Second,

prove (using general categorical facts) that such a functor is indeed representable. The idea is to

�rst consider general presheaves and then restrict to the subcategory of representable presheaves.

In particular, we need a �practical� criteria for representability of functors. We will restrict to

Algebraic Geometry.

Let C = Schemesk be the category of schemes over some commutative ring k. The Yoneda

embedding

h : Schemesk ↪→ Fun
(
Schemesopk ,Set

)
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is fully faithful and we can re�ne it using

CommAlgk
∼−→

Spec
AffineSchemesopk ↪→ Schemesopk

by restricting the Yoneda functor to commutative algebras to obtain

h̄ : Schemesk ↪→ Fun
(
Schemesopk ,Set

)
−→ Fun (CommAlgk,Set) .

Lemma 1.4. (Re�ned Yoneda Lemma) The functor h̄ : Schemesk ↪→ Fun (CommAlgk,Set) is

fully faithful. The corresponding essential image consists of scheme-functors.

For a proof of this theorem, see Chapter 4, proposition 4-2 in [EH]. Note that the representable

functors among these scheme functors are precisely a�ne schemes.

Problem. Characterize scheme functors among all functors from CommAlgk to Set.

De�nition 1.18. A functor F : CommAlgk −→ Set is called a sheaf in the Zariski topology

if for any A ∈ CommAlgk and any open covering of Spec (A) by distinguished open a�ne sets

Ui = Spec (Afi) where Afi is the localization of A at some fi ∈ A, the following sheaf axiom holds:

[SA] For any choice of αi ∈ FAfi such that

ρ
Afi
Afifj

(αi) = ρ
Afj
Afifj

(αj)

for all i, j, then there exists a unique α ∈ FA such that ρAAfi
(α) = αi, where ρ

Afi
Afifj

: FAfi −→

FAfifj .

Theorem 1.6. A functor F : CommAlgk −→ Set is a scheme functor if and only if

1. F is a sheaf in the Zariski topology.

2. There exists a k-algebra Ai and αi ∈ FAi such that

α̂i : hAi ⇒ F

satis�es the property: for all �elds K ⊃ k, the image of hAi (K) under α̂i covers FK.
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Generalized Manifolds.

Let Man be the category of �nite dimensional C∞-smooth manifolds.

De�nition 1.19. A generalized manifold is a functor (presheaf) F : Manop → Set which satis�es

the sheaf axiom, i.e. for any M ∈ Ob (Man), for any open cover {Ui}i∈I of M , M = ∪i∈IUi, if

for any αi ∈ FUi we have ρUiUij (αi) = ρ
Uj
Uij

(αj), then there exists a unique α ∈ FM such that

ρMUi (α) = αi.

By Yoneda lemma,

Man ↪→ GenMan ⊆ M̂an

M 7→ hM = Map (−,M) : N 7→ Map (N,M)

Question. What are generalized manifolds that are not honest manifolds?

For M ∈ Ob (Man), p ≥ 1, consider Ωp (M) the space of di�erential forms of degree p.

Ωp (M) =

ω =
∑

i1<···<ip

fi1···ip (x) dxi1 ∧ · · · dxip


The map

M 7→ Ωp (M)

(f : M → N) 7→ (f∗ : Ωp (N)→ Ωp (M))

is functorial in M . This makes Ωp : Manop → Set a contravariant functor.

Theorem 1.7. For p ≥ 1, Ωp is a generalized manifold.

Point. We can extend di�erential calculus to generalized manifolds.

De�nition 1.20. Given a generalized manifold F : Manop → Set, the set of di�erential forms on

F of degree p is

Ωp (F ) := Hom
M̂an

(F,Ωp)

For example, given a generalized manifold F : Manop → Set, we can de�ne Ωp (F ) in such way
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Ωp (hM ) = Ωp (M). Recall Yoneda lemma tells us that

Hom
M̂an

(hM , F ) ∼= FM.

In particular, take F = Ωp, Hom
M̂an

(hM ,Ω
p) ∼= Ωp (M) , ∀M ∈Man.

Recall that di�erential forms on M de�ne de Rham complex

Ω• (M) :=
[
Ω0 (M)

d−→ Ω1 (M)→ · · · d−→ Ωn (M)→ · · ·
]

where d is the de Rham di�erential. This operator id functorial.

M 7→ Ω• (M)

(f : M → N) 7→ (f∗ : Ω• (N)→ Ω• (M))

The de Rham cohomology is de�ned as H∗DR (M) := H∗ (Ω• (M) , d).

This extends to a de�nition of de Rham complex (Ω• (F ) , d), and H∗DR (F ) = H∗ (Ω• (F ) , d).

Take F = Ω1 : Manop → Set , complete the de Rham complex, Ωp
(
Ω1
)

= Hom
M̂an

(
Ω1,Ωp

)
is

the space of all natural constructions of a p-form on a manifold from 1-form.

Theorem 1.8. The de Rham complex of Ω1 is isomorphic to the following complex,

Ω∗
(
Ω1
) ∼= [R 0−→ R

Id−→ R
0−→ R

Id−→ · · ·
]

and

Hp
DR

(
Ω1
)

=


R, p = 0,

0 o.w.

1.7 Adjoint Functors

Let F : C → D be a functor. Fix Y ∈ Ob (D) and de�ne

F̃Y : Cop → Set

T 7→ HomD (FT, Y )
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or equivalently, F̃Y = hY ◦ F .

Theorem 1.9. Assume that F̃Y is representable for each Y ∈ Ob (D), with a representable X =

XY ∈ Ob (C), F̃Y ∼= hX . Then the assignments Y 7→ XY extends to a functor G : D → C such that

there is an isomorphism of bifunctors Cop ×D → Set,

η : HomD (F (−) ,−) −→ HomC (−, G (−))

This G is unique up to a unique isomorphism.

Remark 1.11. The theorem can be restated as follows, F : C → D de�nes a functor

F ∗ : D̂ → Ĉ

H 7→ H ◦ F

Furthermore, we can consider hD : D → D̂ and F ∗ ◦ hD : D ↪→ D̂ → Ĉ. On the other hand, given

G : D → C, we can consider hC ◦G : D → C ↪→ Ĉ.

This theorem is equivalent to say that there exists a unique G : D → C with isomorphism

F ∗ ◦ hD = hC ◦ G. Here uniqueness means that if there are two functors G1, G2 : D → C with

ϕi : F ∗ ◦ hD
∼⇒ hC ◦Gi, i = 1, 2, then there exists a unique f : G1 ⇒ G2 such that ϕ2 = (hC ◦ f)ϕ1.

C
hC

��
D �
� hD //

G1

??

G2 ��

D̂ F ∗ //

ϕ1

KS

ϕ2

��

C

C
F ∗

@@

Proof. (See details in lecture notes [HA])

For Y ∈ Ob (D), denote the isomorphism by ψ : hX
∼⇒ F̃Y , i.e.

ψ = {ψT : HomC (T,XY )→ HomD (FT, Y )}T∈Ob(C)

Take T = XY , de�ne

σXY := ψXY (IdXY ) : FXY → Y.
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Now we de�ne G : D → C by

• Objects: G : Y 7→ XY .

• Morphisms: Given f : Y → Ỹ , consider the bijection of sets

ψ̃ : HomC
(
−, XỸ

)
→ HomD

(
F (−) , Ỹ

)
‖ ‖

hXỸ F̃Ỹ

and

f ◦ σGY : FXY → Y → Ỹ ,

de�ne

G (f) := ψ̃−1
GY (f ◦ σGY ) : XY → XỸ .

It is straightforward to show that G : D → C is a functor and satis�es the condition of the theorem.

De�nition 1.21. The functor G : D → C given by the theorem is called right adjoint functor of

F , we write

F : C 
 D : G

or

C

F
��
D

G

VV

The adjoint pair (F,G) comes together with isomorphisms

ηX,Y : HomD (FX, Y )→ HomC (X,GY ) , ∀X ∈ Ob (C) , Y ∈ Ob (D) (6)

which are natural in X,Y .

Adjunction Morphisms

Let (F,G, η) be an adjoint pair of functors, then
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1. Take Y = FX in 6 and apply to IdFX , we get

σX := ηX,FX (IdFX) : X → GFX, (7)

which gives a morphism of functors

σ : IdC → GF

called the unit of adjunction.

2. Take X = GY in 6 and apply to IdGY , we get

εY := η−1
GY,Y (IdGY ) : FGY → Y, (8)

which gives a morphism of functors

ε : FG→ IdD

called the counit of adjunction.

We will write (F,G, σ, ε).

Using convolution of functors and morphisms of functors, de�ne F◦σ : F → FGF , {σX : X → GFX}X∈Ob(C)

gives {(F ◦ σ)X : FX → FGFX}X∈Ob(C), and G ◦ ε : GFG → G, {εY : FGY → Y }Y ∈Ob(D) gives

{(G ◦ ε)Y : GFGY → GY }Y ∈Ob(D).

Similarly, we can de�ne σ ◦G : G→ GFG and ε ◦ F : FGF → F .

Observation. η can be recovered from σ and ε as follows.

By functoriality of ηX,− : HomD (FX,−) → HomC (X,G (−)), for any ϕ : FX → Y , the following

diagram commutes.

HomD (FX,FX)
ηX,FX //

ϕ∗
��

HomC (X,GFX)

(Gϕ)∗
��

HomD (FX, Y )
ηX,Y // HomC (X,GY )
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f � //
_

��

ηX,FX (f)
_

��
ϕ ◦ f � // ηX,Y (ϕ ◦ f) = Gϕ ◦ ηX,FX (f)

Apply to f = IdFX , we have

ηX,Y (ϕ) = Gϕ ◦ ηX,FX (IdFX) = Gϕ ◦ σX . (9)

Dually for any ψ : X → GY we have

η−1
X,Y (ψ) = εY ◦ F (ψ) . (10)

Thus giving (F,G, η) is equivalent to giving (F,G, σ, ε).

Lemma 1.5. For any adjoint pair (F,G) the following identities hold.

IdF = (ε ◦ F ) (F ◦ σ) : F
F◦σ−−→ FGF

ε◦F−−→ F (11)

IdG = (G ◦ ε) (σ ◦G) : G
σ◦G−−→ GFG

G◦ε−−→ G (12)

Proof. Straightforward.

Proposition 1.2. Let F : C → D and G : D → C be two functors, Then F : C 
 D : G if and only

if there exists σ : IdC → GF and ε : FG→ IdD satisfying 11 and 12.

Proof. � =⇒ � Assume F : C 
 D : G are adjoint with η as in 6. De�ne σ and ε as described in the

equations 7 and 8. Using the relations 9 and 10, for any ϕ : FX → Y ,

ϕ = η−1
X,Y (ηX,Y (ϕ)) = η−1

X,Y (Gϕ ◦ σX) = εY ◦ F (Gϕ ◦ σX) = εY ◦ FGϕ ◦ FσX

Take Y = FX, ϕ = IdFX , then IdFX = εFX ◦ FG (IdFX) ◦ FσX = εFX ◦ FσX , which is the same

as the equality 11. Similarly we have the equality 12.

� ⇐= � Assume F : C → D and G : D → C are two functors and there exists σ : IdC → GF and
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ε : FG→ IdD satisfying the equalities 11 and 12. De�ne for any X ∈ Ob (C) and Y ∈ Ob (D),

ηX,Y : HomD (FX, Y ) −→ HomC (X,GY )

ϕ 7−→ Gϕ ◦ σX

and

η′X,Y : HomC (X,GY ) −→ HomD (FX, Y )

ψ 7−→ εY ◦ Fψ

We will prove that η′ = η−1.

Consider the diagram

FX
FσX//

IdFX

I

%%

FGFX
FGϕ //

εFX II
��

FGY

εY
��

FX
ϕ // Y

Note (I) commutes by the equality 11 and (II) commutes by the fact that ε is a morphism of functors.

So we have

ϕ = ϕ ◦ IdFX = εY ◦ FGϕ ◦ FσX = εY ◦ F (Gϕ ◦ σX) = η′X,Y ◦ ηX,Y (ϕ) .

So η′X,Y ηX,Y = Id. Similarly, ηX,Y η
′
X,Y = Id. Therefore η′X,Y = η−1

X,Y ,∀X ∈ Ob (C) , Y ∈ Ob (D).

Examples/ Applications

Corollary 1.3. If F : C → D is an equivalence of categories with a quasi-inverse G : D → C, then

G is both right and left adjoint of F .

F : C 
 D : G

G : D 
 C : F

Proof. F : C → D is an equivalence of categories with a quasi-inverse G : D → C if and only if there

exists two natural isomorphisms α : GF
∼−→ IdC and β : FG

∼−→ IdD.

Take σ = α−1 : IdC → GF and ε = β : FG→ IdD, satisfying 11 and 12, so F : C 
 D : G.

Take σ = β−1 : IdD → FG and ε = α : GF → IdC , satisfying 11 and 12, so G : D 
 C : F .

Corollary 1.4. Let F : C 
 D : G be adjoint functors. For any category A, there are adjunctions
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of the restriction functors

G∗ : Fun (C,A) 
 Fun (D,A) : F ∗

given by
(
C R→ A

)
7−→

(
D G→ C R→ A

)
=: G∗ (R) and F ∗ (L) :=

(
C F→ D L→ A

)
←− [

(
D L→ A

)
.

Proof. Let σ : IdC → GF and ε : FG → IdD be the adjunction morphisms for the adjoint pair

(F,G). Given
(
C R→ A

)
∈ Ob (Fun (C,A)), consider Rσ : R → RGF and vary R in Fun (C,A) to

obtain

σ∗ : IdFun(C,A) −→ F ∗G∗ (= (GF )∗) and ε∗ : G∗F ∗ −→ IdFun(D,A).

Since σ and ε satisfy 11 and 12, so do σ∗ and ε∗. In particular, (G∗, F ∗) is an adjoint pair.

Theorem 1.10. (Freyd) A functor F : C −→ D is an equivalence of categories if and only if F is

fully faithful and essentially surjective.

Proof. It is clear by de�nition that an equivalence of categories is fully faithful and essentially

surjective. Conversely, for any Y ∈ Ob (D), consider the functor

HomD (F (−) , Y ) : Cop −→ Set.

Since F is essentially surjective, there exists X ∈ Ob (C) together with isomorphism FX ∼= Y so

that

HomD (F (−) , Y ) ∼= HomD (F (−) , FX)
∼−→ HomC (−, X) = hX .

In particular, HomD (F (−) , Y ) is representable for all Y ∈ Ob (D) and hence has a right adjoint

G : D → C together with morphisms σ : IdC → GF and ε : FG→ IdD. We now show that σ and ε

are isomorphisms.

Fix X
′ ∈ Ob(C) and for all X ∈ Ob(C), apply the functor HomC

(
X
′
,−
)
to the morphism

σX : X → GFX to get HomC

(
X
′
, X
)
→ HomC

(
X
′
, GFX

)
. Notice that the resulting morphism

factors as

hX

(
X
′
)

= HomC

(
X
′
, X
)

//

∼=
F

))

HomC

(
X
′
, GFX

)
= hGFX

(
X
′
)

HomC

(
FX

′
, FX

) ∼=

η
X
′
,FX

44
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so is a bijection of sets for every X,X
′ ∈ Ob (C) and hence σX induces an isomorphism of functors

hX ∼= hGFX represented by X and GFX. The Yoneda lemma then implies X ∼= GFX. Dually,

start with εY : FGY → Y for every Y ∈ Ob (D) and apply the functor HomD (FX,−) to εY to

obtain

φ : HomD (FX,FGY ) −→ HomD (FX, Y )

for all X ∈ Ob (C) and Y ∈ Ob (D). Composing φ with the isomorphism resulting from F being

fully faithful, we obtain the commuting diagram

HomC (X,GY ) ∼=

η−1
X,Y //

∼=
F

))

HomD (FX, Y )

HomD (FX,FGY )

φ
55

and φ is an isomorphism. By essential surjectivity of F , for all Y
′ ∈ Ob (D), there exists X ∈ Ob (C)

so that Y
′ ∼= FX. In particular, the isomorphism φ induces an isomorphism representable functors

hFGY

(
Y
′
)

= HomD

(
Y
′
, FGY

)
∼−→ HomD

(
Y
′
, Y
)

= hY

(
Y
′
)
.

The Yoneda lemma then implies that FGY ∼= Y .

Corollary 1.5. Let (F,G, σ, ε) be an adjunction. Then

1. G is fully faithful if and only if ε : GF −→ IdD is an isomorphism.

2. F is fully faithful if and only if σ : IdC −→ FG is an isomorphism.

3. Both F and G fully faithful if and only if F is an equivalence of categories if and only if G is

an equivalence of categories.

Lemma 1.6. Let F : C 
 D : G and L : D 
 E : R be adjunctions. Then LF : C 
 E : GR is an

adjunction.

Proof. For everyX ∈ Ob (C) and Y ∈ Ob (E), HomE (LFX, Y ) ∼= HomD (FX,RY ) ∼= HomC (X,GRY ).
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Traces in Categories. Given a triple (E,F,G) of adjoint functors

C

F
��
D

G

aa

E

==

and a morphism of functors ν : G⇒ E, we have a natural trace map for all X,Y ∈ Ob (C)

tr : HomD (FX,FY ) −→ HomC (X,Y )

de�ned for any ϕ : FX → FY as the following composition:

X
σX−→ GFX

νFX−→ EFX
E(ϕ)−→ EFY

εY−→ Y.

Taking X = Y , de�ne

tr (F ) = {tr (F )X : EndD (FX) −→ EndC (X)}X∈Ob(C) .

The map tr (F ) is a morphism of functors tr (F ) : End (F ) ⇒ End (IdC) where End (F ) :=

HomFun(C.D) (F, F ) and End (IdC), de�ned similarly, is the center of the category C. This trace

map is called the Bernstein trace map.

We compute this trace map more explicitly for C = D = Vectk, the category of vector spaces

over the �eld k. Fix a �nite dimensional vector space V ∈ Vectk and consider

FV := −⊗k V : Vectk −→ Vectk

W 7−→ W ⊗k V.

The functor FV has a right adjoint:

Homk (FVW,M) = Homk (W ⊗k V,M)
(1)∼= Homk (W,Homk (V,M))

(2)∼= Homk (W,M ⊗k V ∗)

where we use the notation Homk to mean HomVectk . The canonical isomorphism (1) is the usual
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tensor-hom adjunction which is given explicitly by

 W ⊗k V
ϕ→ M

w ⊗ v 7→ ϕ (w, v)

 7−→
 W → Homk (V,M)

w 7→ (v 7→ ϕ (w, v))

 .

The isomorphism (2) follows from the isomorphism M ⊗k V ∗ ∼= Homk (V,M) given explicitly by

m⊗ v∗ 7→ (φ : v 7→ v∗ (v)m). De�ne G := −⊗k V ∗, then G is right adjoint to FV . Moreover, it is

also a left adjoint because V ∼= V ∗∗ and applying the above construction to V ∗ gives the desired

left adjoint

Vectk

−⊗kV

��
Vectk

−⊗kV ∗.

ee

−⊗kV ∗

99

For V ∈ Vectk de�ne natural maps

ι : k −→ Endk (V )

1 7−→ IdV

ρ : V ⊗k V ∗ −→ k

v ⊗ w∗ 7−→ w∗ (v)

µ : V ⊗k V ∗ −→ Endk (V )

v ⊗ w∗ 7−→ (x 7→ w∗ (x) v)
.

If V is �nite dimensional, then µ is an isomorphism and we denote its inverse by ν = µ−1. We can

compute the adjunction maps precisely:

The unit σ : IdVectk → GF is de�ned for all M ∈ Vectk as

σM : M //M ⊗ Endk (V )
∼= //M ⊗k (V ⊗k V ∗)

∼= // (M ⊗k V )⊗k V ∗

m � // (IdM ⊗ ν) (m⊗ IdV ) = (IdM ⊗ (ν ◦ ι)) (m)

The counit ε : EF → IdVectk is de�ned for every M ∈ Vectk by

εM : (M ⊗k V )⊗k V ∗
∼= //M ⊗k (V ⊗ V ∗) //M

(m⊗ v)⊗ w∗ � // w∗ (v)m

which is precisely εM = IdM⊗ρ. The trace map is given by tr (FV ) : End (−⊗k V )→ End (IdVectk)
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with

tr (FV )M : End (M ⊗k V )→ Endk (M)

for every M ∈ Vectk. In particular, every ϕ : M ⊗k V →M ⊗k V is mapped to the composition

trM (FV ) (ϕ) : M
IdM⊗ι−−−−→M⊗Endk (V )

IdM⊗ν−−−−→M⊗k(V ⊗k V ∗)
ϕ⊗IdV ∗−−−−−→M⊗kV⊗kV ∗

IdM⊗p−−−−→M⊗kk ∼= M

which can be described explicitly by a choice of dual bases for V and V ∗. Suppose V is n-dimensional

and let {vj}nj=1 and
{
v∗j

}n
j=1

be dual bases, that is, < v∗j , vj >= δij . Any ϕ : M ⊗k V → M ⊗k V

can be written with respect to this basis as

m⊗ vj 7−→ ϕ (m⊗ vj) =
n∑
i=1

ϕij (m)⊗ vi

where ‖ϕij‖ni,j=1 ∈ Mn (End (M)). This allows us to describe the map ν : Endk (V ) → V ⊗k V ∗

explicitly as

ν (ϕ) =
n∑
i=1

ϕ (vi)⊗ v∗i .

For m ∈M ,

tr (FV )M (ϕ) : m � // m⊗ IdV
� //

∑n
j=1m⊗ vj ⊗ v∗j

� //
∑n

i,j=1 ϕij (m)⊗ vi ⊗ v∗j
� //

∑n
i,j=1 ϕij (m) δij .

Thus,

tr (FV )M (ϕ) (m) =
n∑
j=1

ϕjj (m) ∈ Endk (M)

and is known as relative trace. In the special case when M = k, Endk (k) ∼= k and

tr (FV )k : Endk (V ) −→ k

ϕ 7−→
∑n

j=1 ϕjj

which is the usual trace of matrices.
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Representation Theory.

Let g be a �nite dimensional complex semisimple Lie algebra. A practical example to keep in mind

is g = sln (C).

Let g−Mod be the category of representations of g. We can identify g−Mod with the category

of left modules over an associative algebra Ug, the universal enveloping algebra. One way to de�ne

the universal enveloping algebra is via the motto:

Left-adjoint functors to forgetful functors solve universal problems.

In this example, there is a forgetful functor

LieAlgk ←− Algk : F

from the category of algebras over k to the category of Lie algebras over k that induces on an algebra

A the obvious Lie algebra structure. This functor has a left adjoint, the universal enveloping functor,

U : LieAlgk −→ Algk

that maps any Lie algebra a to its universal enveloping algebra Ua.

Exercise. Show that for any Lie algebra a, its universal enveloping algebra Ua has the following

form

Ua = Ta/ 〈x⊗ y − y ⊗ x− [x, y]a : x, y ∈ a〉

where Ta is the tensor algebra of a.

For a Lie algebra g, there is an isomorphism of categories g−Mod ∼= Ug−Mod resulting from

the (U,F ) adjunction which gives the isomorphism

HomLieAlgk (g, F (End (V ))) ∼= HomAlgk (Ug,End (V )) .

Take a �nite dimensional representation of g, say V , and consider

FV = −⊗k V : g−Mod −→ g−Mod

W 7−→ W ⊗k V
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1.7 Adjoint Functors 1 CATEGORIES AND FUNCTORS

where W ⊗k V is again a g representation via the formula ξ (w ⊗ v) = ξw ⊗ v + w ⊗ ξv. Consider

the trace map

tr (FV ) : End (FV )→ End (Idg−Mod) .

The target of this trace map is well understood, in particular,

End (Idg−Mod) ∼= End
(
IdUg−Mod

)
=: Z (Ug−Mod).

In fact, we proved in Theorem 1.31 that there is a natural isomorphism Z (Ug−Mod) ∼= Z (Ug) ⊂ Ug.

Theorem 1.11. (Chevalley) For any semisimple complex Lie algebra g,

Ug
∼= Sym (h)W ∼= C [h∗]W ,

where h is the Cartan subalgebra of g and W is the Weyl group.

Proof. The Lie algebra g has a decomposition g = n+ + h + n− so that Ug = Uh ⊕ (nUg ⊕ Ugn
−).

Hence the map ψ : Ug � Uh = Sym (h) restricts to an isomorphism

ψ|Z(g) : Z (g) −→ Sym (h)W

called the Chevalley isomorphism.

Note that End (Idg) ∼= Z (Ug) ∼=C [h∗]W so there is a natural map

End (Idg)
i //

∼=
��

End (FV )
tr(FV )// End (Idg)

∼=
��

C [h∗]W
tr(FV )◦i // C [h∗]W

with i given by Z (Ug) 3 z 7→ [(ϕ : FV → FV ) 7→ (z.ϕ : FV → FV )].

It would be interesting to also be able to describe explicitly the domain End (FV ) of the trace

map.
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The representation functor.

Fix n ≥ 1, consider the (n× n)-matrix functor

Mn : Algk → Algk

B 7→ Mn (B)

where k is a �eld, Algk is the category of associative unital k-algebra, and Mn (B) is the algebra

of (n× n)-matrices with entries in B.

Theorem 1.12. This functor has left adjoint

n
√
− : Algk −→ Algk

A 7−→ n
√
A

the n-th noncommutative representation functor.

Corollary 1.6. The classical representation scheme for a �xed associative algebra A

Repn (A) : CommAlgk −→ Set

B 7−→ HomAlgk (A,Mn (B))

is represented by the commutative algebra An =
(
n
√
A
)
ab

:= n
√
A/� n

√
A, n
√
A�.

Proof. Note the inclusion functor i : CommAlgk → Algk has left adjoint

(−)ab : Algk −→ CommAlgk

A 7−→ A/� [A,A]�

the abelianization of A. Indeed, HomAlgk (A,Mn (B)) ∼= HomCommAlgk (Aab, B). Theorem says

that

HomCommAlgk

((
n
√
A
)
ab
, B
)

= HomAlgk

(
n
√
A, i (B)

)
= HomCommAlgk (A,Mn (B))

Proof. We will use the fact that compositions of adjoint functors are adjoint (on the same side).
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Let's compose Mn as follows, de�ne the category of algebras over Mn (k)

AlgMn(k) := Mn (k) ↓ Algk

with

• Ob
(
AlgMn(k)

)
=
{
homomorphism of algebras Mn (k)

f−→ A
}

• Mor
(
AlgMn(k)

)
=


commutatitve triangles Mn (k)

f //

g
##

A

ϕ

��
B


Note that for B ∈ CommAlgk, Mn (B) comes with canonical map Mn (k)→ Mn (B) by applying

Mn to k → B. Hence we have the following commuting diagram

Algk
Mn(k)⊗k− //

Mn(−) ((

AlgMn(k)

U

		
Algk

Mn(k)tk
JJ

Mn (k)tkB is the free product (coproduct) ofMn (k) withB. Mn (k)tkB = colim [Mn (k)← k → B]

is the pushout (see later).

The forgetful functor U : AlgMn(k) → Algk has left adjoint Mn (k)tk−. We only need to show

that Mn (k)⊗k − : Algk → AlgMn(k) has left adjoint, which follows from next lemma.

Exercise 1.6.

1. Any nonzero algebra homomorphism Mn (k)→ A is injective. This follows from the fact that

Mn (k) is a simple ring.

2. Right ideals in Mn (k) are is one-to-one correspondence to the Grassmannians
n∐
p=0

Gr (p, n).

Proof. The two statements are results of Morita equivalence between k and Mn (k).

The ideals in Mn (k) are in 1-1 correspondence to the ideals in k. Since k is a �eld, Mn (k) has

no nontrivial ideal.
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The right ideals are in 1-1 correspondence to the right ideals in kn as a right k-module (vector

space), i.e the subspaces of kn, which are exactly the elements in the Grassmannians
n∐
p=0

Gr (p, n).

Lemma 1.7. The matrix functor Mn (k)⊗k − : Algk → AlgMn(k) has quasi-inverse given by

(−)Mn(k) : AlgMn(k) −→ Algk

(f : Mn (k)→ A) 7−→ AMn(k) = {a ∈ A| [a, f (m)] = 0,∀m ∈Mn (k)}

Proof. We need to show two things

1. (Mn (A))Mn(k) ∼= A

Consider the elementary matrices eij ∈Mn (A) ,Mn (A) = Span {eij}, so for anyM ∈Mn (A),

write M =
∑
mijeij . The map Mn (k) → Mn (A) is given by ekij 7→ eij where ekij is the

elementary matrix in Mn (k). Hence (Mn (A))Mn(k) =
{
M ∈ (Mn (A))Mn(k) | [M, eij ] = 0

}
.

By direct computation, we can get that if M ∈ (Mn (A))Mn(k) then M = aI for some a ∈ A.

So we have (Mn (A))Mn(k) ∼= A.

2. Mn

(
Mn (k)

f−→ A
)Mn(k) ∼=

(
Mn (k)

f−→ A
)

The previous exercise shows that f is injective, so we can embedMn (k) intoA, and
(
Mn (k)

f−→ A
)Mn(k)

=

{a ∈ A| [a, f (e)] = 0, ∀e ∈Mn (k)} = kf (e11)⊕ · · · ⊕ kf (enn). Hence

Mn

((
Mn (k)

f−→ A
)Mn(k)

)
= Mn (k) f (e11)⊕· · ·⊕Mn (k) f (enn) = Mn (k) f (1) = f (Mn (k))

which is exactly Mn (k)
f−→ A.

This lemma implies that the centralizer functor (−)Mn(k) is both left and right adjoint ofMn (−).

Hence

n
√
A = (Mn (k) tk A)Mn(k) = {w = m1 ∗ a1 ∗ · · · ∗mi ∗ ai ∈Mn (k) tk A|mi ∈Mn (k) , ai ∈ A, [w,m] = 0,∀m ∈Mn (k)} .

Question: What do the elements in n
√
A look like?
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Trick. Consider the elementary matrix eij , 1 ≤ i, j ≤ n, Mn (k) = Span {eij}ni,j=1. Recall the

relation satis�ed by eij 's, 
∑n

i=1 eii = 1

eijekl = δjkeil

(13)

Take w ∈Mn (k) tk A any word and de�ne its (i, j)-element by wij =

n∑
k=1

eki ∗ w ∗ ejk. Then

[wij , elm] =

(
n∑
k=1

eki ∗ w ∗ ejk

)
elm − elm

(
n∑
k=1

eki ∗ w ∗ ejk

)
= eli ∗ w ∗ ejl − eli ∗ w ∗ ejl = 0

∀1 ≤ l,m ≤ n from 13.

n
√
A is generated by aij where a ∈ A ⊂Mn (k) tk A.

n
√
A =

k 〈aij : a ∈ A, i, j = 1, · · · , n〉
〈matrix relation〉

The centralization is given by
n
√
A ← Mn (k) tk A

‖wij‖ ← [ w

Remark 1.12. The matrix algebra Mn (k) can be replaced with �Azumaya k-algebras� (local matrix

algebras) in the key lemma. See notes in [KT].

1.8 Colimits

Fix J a small category of which we think as �index� category.

Example 1.11.

1. Discrete category J = {• • • • • · · · } with Mor (J ) = {Idj}i∈Ob(J ).

2. Pushout category J = {a← b→ c} with 3 objects and two non-identity morphisms.

3. Sequential category J = {0→ 1→ 2→ 3→ · · · } with Od (J ) = Z+ and HomJ (i, j) =
∅ i > j

→ i ≤ j
.

54



1.8 Colimits 1 CATEGORIES AND FUNCTORS

4. A poset viewed as a category J .

For a given category C, denote CJ = Fun (J , C). We call a functor F : J → C a diagram of

shape J in C.

There is a constant functor ∆ : C −→ CJ with

∆ : C −→ CJ

X 7−→


∆ (X) : J → C

i 7→ X

(i→ j) 7→ (IdX : X → X)


(
X

f−→ Y
)
7−→

 ∆ (f) : ∆ (X)→ ∆ (Y )

∆ (f) = {∆ (f)i = f : X → Y }i∈Ob(J )


Given any F ∈ Ob

(
CJ
)
, de�ne the functor

F̃ : C −→ Set

X 7−→ HomCJ (F,∆ (X))

De�nition 1.22. If F̃ is (co)representable with (co)representing object in C, this (co)representing

object is called colimit of F (a.k.a. direct limit, inductive limit) and is denoted by colimJ (F ).

By de�nition, HomC (colimJ (F ) , X) ∼= HomCJ (F,∆ (X)).

Convenient pictures: If X ∈ Ob (C), the natural transformation t : F ⇒ ∆ (X) are given by

t = {ti : F (j)→ X}j∈Ob(J ). Visualize J as directed graph

j• // •k

��
i•

ϕ
??

•l
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t can be visualized as cone

F (j)• //

tj

��

•F (k)

##
tk

��

F (i)•

F (ϕ)
;;

ti
))

•F (l)

tl

uu

cone below F with vertex X

X

C = colimJ (F ) ∈ Ob (C) comes together with s : F ⇒ ∆ (colimJF ). The universal property of

colimits says that ∀t : F ⇒ ∆ (X), there exists a unique f : colim (F )→ X such that ∆ (f) s = t.

F (j)• //

tj

��

sj

%%

•F (k)

""

tk

��

sk

yy
F (i)•

F (ϕ)
<<

ti

&&

si // colimJ (F )

∆(f)

��

•F (l)

tl

xx

sloo

X

As a consequence of Theorem 1.9, we have the following proposition.

Proposition 1.3. Suppose colimJ (F ) exists for every F ∈ Ob
(
CJ
)
, then the assignment F 7→

colimJ (F ) extends to a functor CJ → C which is left adjoint to ∆.

colimJ : CJ � C : ∆

De�nition 1.23. C is called cocomplete if colim exists for all small J and all F ∈ Ob
(
CJ
)
.

Example 1.12. C = Set,Top,Mod (A) are cocomplete.

Let's consider F : J → Set. De�ne U :=
∐

j∈Ob(J )

F (j) = {(j, x) : j ∈ Ob (J ) , x ∈ F (j)}, then

colimJ (F ) = U/ ∼ where �∼� is given by (j, x) ∼ (j′, x′) if there exists ϕ : j → j′ such that

F (ϕ) (x) = x′.
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Basic Examples

Coproduct. Discrete category J = {• • • · · · • •} with Mor (J ) = {Idj}j∈Ob(J ).

A functor F : J → C is equivalent to F = {Xj = F (j)}j∈Ob(J ).

colimJ (F ) =
∐

j∈Ob(J )

Xj is called the coproduct (sum) of objects Xj in C.

A natural transformation s : F ⇒ ∆ (colimJ (F )) is equivalent to

sj : Xj →
∐

j∈Ob(J )

Xj


j∈Ob(J )

.

By convention, if J = ∅, there exists a unique F : J → C, colimJ (F ) = ∅ is the initial object

in C, i.e. ∀X ∈ Ob (C) there exists a unique f : ∅ → X.

Pushout. J = {a← b→ c}

A functor F : J → C is given by the diagram {Xa ← Xb → Xc} called the pushout data in C.

colimJ (F ) = colim
{
Xa

α←− Xb
γ−→ Xc

}
=: Xa

∐
Xb

Xc =: P ∈ Ob (C) is called pushout of the

diagram.

P is characterized by the property that

Xb
γ //

α

��

Xc

sα
�� tα

��

Xa
sγ //

tγ //

P

f

  
Y

is a Cocartesian (commutative) diagram in C, sαγ = sγα, and ∀tα : Xc → Y, tγ : Xa → Y there

exists a unique f : P → Y such that tα = fsα, tγ = fsγ .

Coequalizer. J =
{

0 • //
// • 1

}
A functor F : J → C is given by the diagram

{
X0

α //

β
// X1

}
where Xi = F (i) , i = 0, 1.

colimJ (F ) = coeq

{
X0

α //

β
// X1

}
=: C ∈ Ob (C) is called a coequalizer of the diagram.

C is characterized by the properties

• there exists π : X1 → C such that πα = πβ, X0

α //

β
// X1

π // C .
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• ∀ X0

α //

β
// X1

π // Y , there exists a unique f : C → Y such that

X0

α //

β
// X1

p //

π
  

Y

C
f

??

commutes. We think of (C, π) as a �non-abelian� generalization of cokernel.

Warning. In general,

coeq

{
X0

α //

β
// X1

}
6= colim

{
X1

α←− X0
β−→ X1

}
even when X0 = X1.

Exercise 1.7. Prove

coeq

{
X

α //

β
// X

}
= colim

{
X

(α,IdX)←−−−−− X
∐

X
(β,IdX)−−−−−→ X

}

whenever both sides make sense.

Proof. The second copy of X and the second map IdX in the colimit diagram ensures that tα =

tβ .

Sequential Colimits (telescopes). J = Z+ = {0→ 1→ 2→ 3→ · · · }.

A functor F : J → C is equivalent to
{
X0

i0−→ X1
i1−→ X2 → · · ·

}
, called sequential directed

systems in C.

In the categories Set,Top,Mod (A), if all ij : Xj ↪→ Xj+1 are injective, the diagram is called

�ltrations on colimJF .

colimJF ∼=
⋃
n≥0

Xn.

In the category Top, U ⊆ colimJ (F ) is open if and only if U ∩Xn is open in Xn, ∀n.

1.9 Limits

Note that F : J → C can be written as F op : J op → Cop.
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De�nition 1.24. The limit of F is de�ned as limJ (F ) := colimJ (F op).

Let's list basic properties of limits.

1. If limJ (F ) exists, it represents the functor

F̃ : Cop → Set

X 7→ HomCJ (∆ (X) , F )

or equivalently,

HomCJ (∆ (X) , F ) ∼= HomC (X, limJ (F )) .

There exists a unique natural transformation s : ∆ (limJF )⇒ F with s = {sj : limJF → F (j)}j∈Ob(J )

such that for any t : ∆ (X)⇒ F , pictured as

X
si

uu
sj

��

sk

��

sl

))
F (i)•

F (ϕ)

##

•F (l)

F (j)• // •F (k)

;;

there exists a unique f : X → limJF such that s∆ (f) = t.

X

ti

yy tj

��

tk

��

tl

%%

∆(f)

��
F (i)•

F (ϕ)

##

limJF
sioo

sj
zz

sk
$$

sl // •F (l)

F (j)• // •F (k)

;;

2. If limJ (F ) exists for all F ∈ Ob
(
CJ
)
then ∆ : C � CJ : limJ is a pair of adjoint functors.

Examples

Products. Discrete category J = {• • • · · · • •} with Mor (J ) = {Idj}j∈Ob(J ).
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A functor F : J → C is equivalent to F = {Xj = F (j)}j∈Ob(J ).

limJ (F ) =
∏

j∈Ob(J )

Xj is called the product of objects Xj in C indexed by j ∈ J .

A natural transformation s : ∆ (limJ (F ))⇒ F is equivalent to

sj :
∏

j∈Ob(J )

Xj → Xj


j∈Ob(J )

.

By convention, if J = ∅, there exists a unique F : J → C, limJ (F ) = ∗ is the terminal object

in C, i.e. ∀X ∈ Ob (C) there exists a unique f : X → ∗.

Pullbacks. J = {a→ b← c}

A functor F : J → C is given by the diagram {Xa → Xb ← Xc}.

limJ (F ) = lim
{
Xa

α−→ Xb
γ←− Xc

}
=: Xa

∏
Xb

Xc ∈ Ob (C) is called pullback of the diagram.

Xa

∏
Xb

Xc is characterized by the property that

Y

f

!!

tα

!!

tγ

!!
Xa

∏
Xb

Xc
pγ //

pα

��

Xc

α

��
Xa

γ // Xb

is a Cartesian (commutative) diagram in C, γpα = αpγ , and ∀tγ : Y → Xc, tα : Y → Xa there exists

a unique f : Y → Xa

∏
Xb

Xc such that tα = pαf, tγ = pγf .

pα is the base change of α along γ, pγ is the base change of γ along α.

Equalizer. J =
{

0 • //
// • 1

}
A functor F : J → C is given by the diagram

{
X0

α //

β
// X1

}
where Xi = F (i) , i = 0, 1.

limJ (F ) = eq

{
X0

α //

β
// X1

}
=: E ∈ Ob (C) is called a equalizer of the diagram.

E is characterized by the properties

• there exists i : E → X0 such that αi = βi, E
i // X0

α //

β
// X1 .
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• ∀ Y j // X0

α //

β
// X1 , there exists a unique f : Y → E such that

Y
j //

f ��

X0

α //

β
// X1

E
i

>>

commutes.

Exercise 1.8. (Dual version)

eq

{
X

α //

β
// X

}
= lim

{
X

(α,IdX)−−−−−→ X
∏

X
(β,IdX)←−−−−− X

}

Exercise 1.9. (Origin of Quillen Algebraic K-Theory)

Consider the algebraic K-theory of �nite �elds Fq, q = pn. BU = BGL (C)top.

F →
∧p F induces Adams operation ψq.

BGL (Fq)
f−→ ho�bφ

(
BU

Uq //

Id
// BU

)
∼= lim

(
BU

(ψq ,IdX)−−−−−→ BU
∏

BU
∆←− BU

)

So H∗ (BGL (Fq)) ∼= H∗ (ho�b (φ)), and

BGL (Fq)→ BGL (Fq)+ .

1.10 Properties of (co)limits

Fix a small category J . Let C be a category that admits all colimits of diagrams of shape J .

Let F : J → C, G : C → D be two functors.

The colimit of F comes together with s : F ⇒ ∆ (colimJF ) , s = {sj : F (j)→ colimJF}j∈Ob(J ),

which gives

Gs : GF ⇒ G∆ (colimJF ) , Gs = {G (sj) : GF (j)→ G (colimJF )}i∈Ob(J )

Assume in addition that colimJ (GF ) exists, by UMP of colimits, we have a unique αF : colimJ (GF )→
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G (colimJF ) such that

GF //

''

∆ (G (colimJF ))

∆ (colimJ (GF ))

55

commutes.

De�nition 1.25. We say that G preserves (or commutes with) colimits of shape J if for every

F ∈ Ob
(
CJ
)

1. colimJ (GF ) exists, and

2. αF is isomorphism.

Equivalently, using Yoneda Lemma, this can be restated as

De�nition 1.26. G preserves (or commutes with) colimits of shape J if the functor

G̃F : D → Set

X 7→ HomDJ (GF,∆X)

is (co)represented by G (colimJF ) ∈ Ob (D).

Dually, assume C admits all limits of shape J .

De�nition 1.27. A functor G preserves (or commutes with) limits of shape J if the functor

˜̃
GF : Dop → Set

X 7→ HomDJ (∆X,GF )

is represented by G (limJF ) ∈ Ob (D). Or equivalently, this can be restated as, for every F ∈

Ob
(
CJ
)

1. limJ (GF ) exists, and

2. βF : G (limJ F )→ limJ (GF ) is an isomorphism.
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De�nition 1.28. A functor F : Cop → D maps colimits to limits if the functor

G̃F : Dop → Set

X 7→ HomDJ
op (∆X,GF )

is represented by G (colimJF ) ∈ Ob (D), or equivalently, this can be restated as, for every F ∈

Ob
(
CJ
)

1. limJ (GF ) exists, and

2. G (colimJF )→ limJ (GF ) is an isomorphism.

Lemma 1.8. Assume C admits all limits and colimits of shape J . Then ∀X ∈ Ob (C),

1. hX = HomC (X,−) : C → Set preserves limits.

2. hX = HomC (−, X) : Cop → Set maps colimits to limits.

Equivalently,

1. HomC (X, limJF ) ∼= limJ (HomC (X,−) ◦ F ) = limJ HomC (X,F (−)).

2. HomC (colimJF,X) ∼= limJ (HomC (F (−) , X)).

Proof. Fix X ∈ Ob (C).

1. Consider G = hX : C → Set, GF = hX ◦ F : J → Set. Since Set is complete, S :=

limJ (GF ) = limJ (HomC (X,F (−))) ∈ Set exists. By de�nition, it comes together with

s : ∆S ⇒ hX ◦ F, s = {sj : S → HomC (X,F (j))}j∈Ob(J )

Given sj 's is equivalent to given s : S →
∏

j∈Ob(J )

HomC (X,F (j)). This map is injective and

we can identify

S ∼=


(fj)j∈Ob(J ) ∈

∏
j∈Ob(J )

HomC (X,F (j)) |∀ϕ : i→ j, X
fi

}}

fj

""
F (i)

F (ϕ) // F (j)

commutes


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By UMP of limits, there exists a unique f̄ : X → limJ F such that

X

fi

��

fj

��

f̄
��

limJ F
si

zz

sj

$$
F (i)

F (ϕ) // F (j)

commutes . This de�nes a map

ψ : S −→ Hom (X, limJ F ) = hX (limJ F )

(fj)j∈Ob(J ) 7−→ f̄

ψ is the inverse of β : hX (limJ F )→ S.

Exercise 1.10. Check that ψ is the inverse of β.

Example 1.13. Let C = Vectk, k is a �eld. J = Z+ = {0→ 1→ 2→ · · · } the sequential diagram.

A functor F : J → Vectk is given by
{
V0

f9−→ V1
f1−→ V2 → · · ·

}
.

Let lim−→Vi := colimJF , and lim←−Vi := limJ F . Then for any X ∈ Vectk,

Homk

(
X, lim←−Vi

)
= lim←−Homk (X,Vi) ,

Homk

(
lim−→Vi, X

)
= lim←−Homk (Vi, X) .

Question. In general when does hX commutes with colimJ ?

Exercise 1.11. Prove that in C = Vectk, Homk

(
X, lim−→Vi

)
∼= lim−→Homk (X,Vi) if and only if

dimkX <∞.

Remark 1.13. See notes [DG] on DG categories, section on small (compact) objects.

De�nition 1.29. Fix a small category J . In a category C we can de�ne X ∈ Ob (C) to be J -small

if α : HomC (X, colimJF )
∼=−→ colimJ (HomC (X,F (−))) is an isomorphism for any F ∈ Ob

(
CJ
)
.
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Question. Let A be a ring, C = Mod (A) be the category of left or right modules over A. What

are the small modules in C for J = Z+.

Theorem 1.13. Let F : C � D : G be a pair of adjoint functors, then F preserves colimits and G

preserves limits (whenever they exists).

Proof. Consider H : J → C such that colimJ (H) exists in C. Take any Y ∈ Ob (D) and

HomD (F (colimJ (H)) , Y ) ∼= HomC (colimJ (H) , GY )

∼= limJ HomC (H (−) , GY )

∼= limJ HomD (FH (−) , Y )

∼= HomD (colimJ (FH) , Y )

Similarly, consider I : J → C such that limJ (H) exists in D. Take any Z ∈ Ob (C)

HomC (Z,G (limJ (H))) ∼= HomD (FZ, limJ (H))

∼= limJ HomD (FZ,H (−))

∼= limJ HomC (Z,GH (−))

∼= HomC (Z, limJ (GH))

1.11 All �important� concepts are Kan Extensions

Problem. Given two functors F : C → D and G : C →E , we want to extend F along G. Namely,

we want to �nd a functor H : E → D so that the diagram

C F //

G
��

D

E
H

??

�commutes� up to isomorphism, that is F ∼= H ◦ G. In general, such H does not exist for

several reasons.
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Obstructions: For X,Y ∈ Ob(C), consider the Hom sets

HomC (X,Y ) �
� F //

G
��

HomD (FX,FY )

HomE (GX,GY )

with F faithful andG not faithful. Then there might exist f1, f2 : X → Y such that Ff1 6= Ff2

in D but Gf1 = Gf2 in E . In this case such H will not exists. It may also happen that there

existX,Y ∈ Ob (C) such that HomC (X,Y ) = HomD (FX,FY ) = ∅ and HomE (GX,GY ) 6= ∅.

Example. Homotopic Functors.

Let F : Top∗ → Ab be a functor from pointed topological spaces to abelian groups and let

G : Top∗ → Ho (Top∗) be the localization functor. In general, an extension of F along the

localization functor does not exist. If such H exists, F is called homotopic.

Example. Induction and Coinduction.

Consider groups H ≤ G and think of H and G as categories with one object {∗}. Write G for

the category associated to the group G. The inclusion map H ↪→ G induces a functor i : H ↪→ G.

A representation (ρ, V ) of H in vector spaces de�nes a functor

ρ : H −→ Vectk

∗ 7−→ V(
∗ g→ ∗

)
7→ ρg ∈ Endk (V ) .

Furthermore, we have the induction and coinduction functors G → Vectk which are de�ned from

classical representation theory as

Indρ (∗) := k [G]⊗k[H] V

Coindρ (∗) := Homk[H] (k [G] , V ) .

In both cases, it is clear that Indρ ◦ i � ρ and Coindρ ◦ i � ρ.

Instead of insisting on having such an isomorphism, we look for universal morphisms in two ways,

either from F or to F . That is, we approximate F by universal morphisms η : F ⇒ HG or
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ε : HG⇒ F .

De�nition 1.30. A left Kan extension of F along G is a pair consisting of a functor LGF : E → D

together with a morphism η : F ⇒ LGF ◦ G satisfying the universal mapping property: For all

H : E → D and γ : F → HG, there exists a unique ϕ : LGF ⇒ H such that γ = ϕG ◦ η, where ϕG

is the horizontal composition

C G // E
H

77⇓ϕ
LGF

&&
D

given by ϕG = {ϕGX : LGF (GX)→ H (GX)}X∈Ob(C). The UMP means that the pair (LGF, η) is

initial among all pairs (H : E → D, γ : F ⇒ HG).

Dually, we have a right Kan extension.

De�nition 1.31. A right Kan extension of F along G is a pair consisting of a functor RGF :

E → D together with a morphism ε : RGF ◦ G ⇒ F which is couniversal among all pairs

(H : E → D, δ : HG⇒ F ). That is, for any such pair (H, δ), there exists a unique morphism

ϕ : H ⇒ RGF such that ε ◦ ϕG = δ where ϕG is the horizontal composition

C G // E
H

77⇑ϕ
RGF

&&
D

given by ϕG = {ϕGX : H (GX)→ RGF (GX)}X∈Ob(C). One can encode this data in the following

non-commuting diagram

C F //

G
��

D

E
RGF

⇑ε
??

H

⇑∃!δ

UU .

Another way to de�ne a Kan extension is as follows: Given functors F : C → D and G : C → E ,

de�ne

HomFun(C,D) (F,− ◦G) : Fun (E ,D) −→ Set

by H 7→ HomFun(C,D) (F,H ◦G) on objects. The Left Kan extension LGF ∈ Ob (Fun (E ,D)) is

precisely the object representing this functor since the UMP precisely gives the isomorphism

HomFun(C,D) (F,H ◦G) ∼= HomFun(E,D) (LGF,H)
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for all H ∈ Ob (Fun (E ,D)).

Proposition 1.4. For a �xed G : C → E, if LGF exists for all F : C → D, then there is an adjoint

pair

LG (−) : Fun (C,D) 
 Fun (E ,D) : G∗ := (−) ◦G.

Dually, if RGF exists for all F , the right Kan extension can be realized as a right adjoint to G∗.

Remark. Since LG is realized in the proposition as a left adjoint to G∗, it is an approximation of F

from the left and is hence a left Kan extension. Furthermore, if both LGF and RGF exist for all

F : C → D and a �xed G : C → E , then we obtain the adjoint triple

Fun (E ,D)

G∗

��
Fun (C,D)

RG(−).

dd

LG(−)

::

Example. Group Representations.

Let G be a discrete group and k a �eld. Let Repk (G) be the category of k-linear represen-

tations of G and G-equivariant linear maps. Let G denote the category with one object {∗} and

HomG (∗, ∗) = G. Then Repk (G) can be identi�ed with the category Fun (G,Vectk). A rep-

resentation ρ : G → GL (V ) of G induces the functor ρ̃ mapping the object ∗ to V and any

morphism g : ∗ → ∗ to ρg : V → V . Suppose H ≤ G is a subgroup, there are classical func-

tors relating Repk (H) and Repk (G): ResGH which is precisely post-composition with the inclusion

functor i : H ↪→ G, IndGH := k[G] ⊗k[H] −, and CoindGH := Homk[H] (k[G],−). Notice that for all

V ∈ Repk (H) and all W ∈ Repk (G), the Hom-Tensor adjunction gives

HomG

(
IndGH (V ) ,W

) ∼= HomG

(
k [G]⊗k[H] V,W

) ∼= HomH

(
V,Homk[G] (k [G] ,W )

) ∼= HomH (V,W )

where the last isomorphism arises from the isomorphism Homk[G] (k [G] ,W ) ∼= ResGH (W ) ∼= W of

H-representations. In this way, IndGH is realized as a left adjoint to ResGH . Dually, the isomorphism
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ResGH (W ) ∼= k [G]⊗k[H] W together with the Hom-Tensor adjunction gives

HomH

(
W ⊗k[H] k [G] , V

) ∼= HomG

(
W,Homk[H] (k [G] , V )

) ∼= HomG

(
W,CoindGH (V )

)
which realizes CoindGH as a right adjoint to ResGH . Identifying Repk (G) and Repk (H) with the

functor categories Fun (G,Vectk) and Fun (H,Vectk) respectively, ResGH = − ◦ i =: i∗ and we

obtain the adjunction

Fun (G,Vectk)

i∗

��
Fun (H,Vectk)

Ri(−)

dd

Li(−)

::

where Li = IndGH and Ri = CoindGH .

Example. Colimits and Limits.

Colimits can be interpreted as left Kan extensions and limits as right Kan extensions. Let us

consider F : C → D be any functor. Take ∗ to be the terminal category consisting of one object and

only the identity morphism. Consider

C F //

G

��

D

∗
H

>>

and notice that for a functor H : ∗ → D and natural transformation γ : F ⇒ HG, since H picks

out a single object object in D, HG ∼= ∆ (X) where X = H (∗) ∈ Ob (D) and ∆ : D → DC is the

constant functor. In particular, any morphism γ : F ⇒ HG is precisely γ : F ⇒ ∆ (X) for some

X ∈ Ob (D). In this case, the UMP for the Left Kan extension of F along G is precisely the UMP

for Colim (F ). Dually, RGF is realized as Lim (F ).

Example. Adjunctions.

Let F : C 
 D : G be a pair of adjoint functors. Then we have the unit and counit morphisms

η : IdC ⇒ GF and ε : FG⇒ IdD. The unit η realizes G as a left Kan extension of IdC along F and

the counit ε realizes F as a right Kan extension of IdD along G.

Lemma 1.9. Left adjoint functors preserve left Kan extensions.
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Proof. Suppose F : C → D has a Left Kan extension (LGF, η) along G : C → E . Given an adjoint

pair L : D 
 B : R with unit ι : IdD → RL and counit ν : LR→ IdC , consider the diagram

C F //

G
��

D
L // B
R

oo

E

LGF

88

LG(LF )

88 .

By UMP for Left Kan extensions, there exists a natural morphism α : LG (LF ) → L ◦ LGF . The

lemma is precisely saying that provided L has a right adjoint, α is an isomorphism.

For any H : E → B, we have isomorphisms of sets

HomFun(E,B) (L ◦ LGF,H) ∼= HomFun(E,B) (LGF,RH)

∼= HomFun(C,D) (F,RHG)

∼= HomFun(C,B) (LF,HG)

where the �rst and third isomorphism is due to the adjunction L∗ : Fun (E ,D) 
 Fun (E ,B) : R∗

of the pre-composition functors F ∗ and R∗ coming from the adjunction of the pair (L,R) and the

second isomorphism is from the UMP for left Kan extensions. By Yoneda lemma, L ◦ LGF ∼=

LG (LF ). Take H = L ◦ LGF and consider the image of IdL◦LGF under the above isomorphisms

IdL◦LGF 7→ ιLGF 7→ ιLGF◦G ◦ η 7→ Lη.

More precisely, (L ◦ LGF,Lη) is also Left Kan extension of LF along G.

This lemma suggests that LGF can be expressed as the colimit of some natural diagrams. In

fact, there are two natural diagrams for which LGF (or equivalently RGF ) can be expressed as a

colimit (or limit): (co)slice and (co)end diagrams.

Slice Categories and Pointwise Kan Extensions

Given a functor G : C → E and a �xed object e ∈ Ob (E), de�ne the slice category over e, denoted

G/e, by Ob (G/e) = {(c, f) : c ∈ Ob (C) , f : Gc→ e} and HomG/e

(
(c, f) ,

(
c
′
, f
′
))

to be the set
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consisting of morphisms ϕ ∈ HomC

(
c, c
′
)
making the following diagram commute

Gc
Gϕ //

f
��

Gc
′

d
f
′

== .

The slice category G/e comes together with a forgetful functor U : G/e→ C, mapping (c, f) 7→ c and

forgetting the commutative property of the morphisms. Given functors F : C → D and G : C → E ,

consider the diagram G/e
U−→ C F−→ D. Assuming the colimit of FU exists, de�ne L̃GFe :=

colim
{
G/e

U−→ C F−→ D
}
. Any morphism ϕ : e → e′ in E induces a functor ϕ∗ : G/e → G/e

′

mapping (c, f) 7→ (c, ϕ ◦ f)). Moreover, we have a commutative diagram

G/e
U //

ϕ∗
��

C F // D

G/e
′ U

′
// C F // D

thereby obtaining a morphism of colimits ϕ∗ : L̃GFe → L̃GFe
′
. If L̃GFe exists for all e ∈ Ob (E),

then L̃GF de�nes a functor L̃GF : E → D.

Proposition 1.5. Under the above assumptions, we have a natural isomorphism of functors L̃GF ∼=

LGF .

The proposition follows from a direct comparison of the UMP for colimits and Left Kan exten-

sions. As a consequence, we obtain the explicit formula

LGFe = colim
{
G/e

U−→ C F−→ D
}

(14)

whenever they exist.

De�nition 1.32. If colim
{
G/e

U−→ C F−→ D
}
exists for all e ∈ Ob (E) so that LGF is given by

equation 14 above, then LGF is called a pointwise Left Kan extension.

Remark. If D is cocomplete, then any left Kan extension of a functor whose target is D is automat-

ically pointwise. In practice however, D is not always cocomplete (for example, Ho (C) for a model
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category C or D (A) for an abelian category A are rarely cocomplete). Still, for some �good� pairs

(F,G), Left Kan extensions may happen to be pointwise.

De�nition 1.33. A left Kan extension is called absolute if for all H : D → B in the diagram

C F //

G
��

D H // B

E

LGF

88

LG(LF )

88

the natural morphism α : LG (HF )→ H ◦LGF is an isomorphism. Namely, every such H preserves

LGF .

Exercise 1.12. Show that any absolute Kan extension is pointwise.

Exercise 1.13. Consider the following diagram

C
L //

G
��

D

F
��

R
oo

E
RG(FL) // E ′
LF (GR)

oo

.

If LF (GR) and RG (FL) exist and both are absolute, then they are adjoint. An example of this is

when C and D are model categories and G and F are localization functors, then any Quillen pair

(L,R) satis�es this condition, namely, (LL,RR) is an adjoint pair

C
L //

loc
��

D

loc
��

R
oo

Ho (C)
LL //

Ho (D)
RR

oo

.

Corollary 1.7. Assume LGF is pointwise and G is fully faithful. Then the natural map η : F
∼−→

LGF ◦G is an isomorphism of functors.

Proof. Take any c ∈ Ob (C) and consider the comma category G/Gc. Since G is fully faithful,

G/Gc has a terminal object ∗ = (c, IdGc). Note also that if J has a terminal object ∗, then for

any diagram F : J → D, colimJ (F ) = F (∗). In particular, for any c ∈ Ob (C), LGF (Gc) =

colim
(
G/Gc

U−→ C F−→ D
)

= F (U (c, IdGc)) = Fc. Hence, LGF ◦G ∼= F .
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Coends and Kan extensions

Coends are special kinds of colimits de�ned as follows: Assume D is a cocomplete category with

arbitrary coproducts and C is a small category. Given a bifunctor S : Cop×C → D, de�ne the coend

of S by

ˆ c∈Ob(C)
S (c, c) := Coeq


∐

f :c→d
f∈Mor(C)

S (d, c)
f∗ //

f∗
//
∐

c∈Ob(C)
S (c, c)


where f∗ = S (f, Id) : S (d, c)→ S (c, c) and f∗ = S (Id, f) : S (d, c)→ S (d, d). By UMP for colim-

its, a coendX :=
´ c∈Ob(C)

S (c, c) comes together with a family of morphisms {ϕc : S (c, c)→ X}c∈Ob(C)

making the diagram

S (d, c)
f∗ //

f∗
��

S (c, c)

ϕc

��
S (d, d)

ϕd // X

commute and is initial among all such pairs.

We can extend some natural constructions as coends of some bifunctors.

Example. Colimits as coends.

Take a functor F : C → D and de�ne a bifunctor S : Cop × C → D by
(
c
′
, c
)
7→ Fc and(

f
′
, f
)
7→ Ff which is constant on the �rst argument. Then

ˆ c∈Ob(C)
S (c, c) = Coeq


∐

f :c→d
f∈Mor(C)

Fc
f∗=Id //

f∗=Ff
//
∐

c∈Ob(C)
Fc

 ∼= ColimCF.

Indeed, X :=
´ c∈Ob(C)

S (c, c) comes together with a family of maps {ϕc : Fc→ X}c∈Ob(C) such

that for all morphisms f : c→ c
′
in D the following diagram

Fc
Ff //

ϕc   

Fc
′

ϕ
c
′}}

X

commutes and is initial among all such families. This is precisely the UMP for the colimit of F .

Example. Functor tensor products.
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Let R be an associative ring with unity and let M ∈ Ob (Mod−R) and N ∈ Ob (R−Mod).

Consider R as a category R with a single object {∗} and HomR (∗, ∗) = R. A right R moduleM can

be thought of as a functorM : Rop → Ab mapping ∗ 7→M and R 3 r 7→ (Rr : M →M,m 7→ m.r).

Similarly, a left R module N is a functor N : R → Ab mapping ∗ 7→ N and R 3 r 7→

(Lr : N → N,n 7→ r.n). De�ne a bifunctor S := M ⊗Z N : Rop ×R → Ab by (∗, ∗) 7→ M ⊗Z N

and
(
r, r

′
)
7→ Rr ⊗ Lr′ . Then

ˆ ∗
M⊗ZN = Coeq

{ ⊕
r∈R

M ⊗Z N
Rr⊗1 //

1⊗Lr
//M ⊗Z N

}
∼=

M ⊗Z N
〈mr ⊗ n−m⊗ rn : ∀r ∈ R,m ∈M,n ∈ N〉

hence
´ ∗
M ⊗Z N ∼= M ⊗R N .

We can generalize this construction to tensor products of functors. Let C be a small category

and R an associative ring. Let M : Cop →Mod−R and N : C → R−Mod be functors. Such an M

is usually called a right ( C, R) module and N a left ( C, R) module. De�ne

S := M �R N : Cop × C → Ab

by
(
c
′
, c
)
7→Mc

′⊗RNc on objects and by
(
c
′ f
′

→ d
′
, c

f→ d

)
7→
(
S(f

′
, f) : Md

′ ⊗R Nc→Mc
′ ⊗R Nd

)
on morphisms where S

(
f
′
, f
)

= Mf
′
(−) ⊗R Nf(−),m

′ ⊗ n 7→ Mf
′
(m
′
) ⊗R Nf(n). De�ne the

functor tensor product by

M ⊗C,R N :=

ˆ c∈Ob(C)
M �R N ∼=

⊕
c∈Ob(C)

Mc⊗R Nc/U

where U is the subgroup of
⊕

c∈Ob(C)Mc⊗RNc generated by Mf(m
′
)⊗R n−m

′ ⊗RNf(n) for all(
f : c→ c

′
)
∈ Mor (C) ,m′ ∈Mc

′
, and n ∈ Nc.

Note that taking R = Z and C = R we recover the original tensor product of modules, namely,

M ⊗R,ZN = M ⊗RN . Furthermore, takingM to be the constant functorM = R : Cop →Mod−R

mapping every object to R and every morphism to the identity morphism. Then R�RN : Cop×C →

Ab is de�ned by (c
′
, c) 7→ R⊗RNc ∼= Nc on objects and (f

′
, f) 7→ Nf on morphism. In particular,

since the bifunctor R�R N is constant on the �rst argument, R⊗C,R N ∼= Colim (N).

Exercise 1.14. Fix A ∈ Ob (C) and consider hA := R [HomC (A,−)] : C → R−Mod to be the
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composition of HomC (A,−) : C → Set and the free left module functor R [−] : Set → R−Mod

and hA := Rop [HomC (−, A)] : Cop → Mod−R de�ned similarly. Given M : Cop → Mod−R and

N : C → R−Mod, show that hA ⊗C,R N ∼= N (A) and M ⊗C,R hA ∼= M (A).

Remark. The functor tensor product de�nes a bifunctor

−⊗C,R − : Fun (Cop,Mod−R)× Fun (C, R−Mod) −→ Ab

which is right exact and balanced and therefore has a left derived functor (M,N) 7→ TorC,R∗ (M,N).

Left Kan Extensions as Coends: Given F : C → D and G : C → E , the goal is to compute

LGF in terms of coends. Namely, we need to de�ne a bifunctor Se : Cop×C → D for each e ∈ Ob (E)

whose coend will compute LGFe.

Fix e ∈ Ob (E) and de�ne Se on objects by

(
c, c
′
)
7→ HomE

(
Gc
′
, e
)
· Fc =:

∐
i:Gc′→e

(Fc)i ,

a coproduct of copies of Fc indexed by elements of HomE

(
Gc
′
, e
)
and on morphisms

(
c
′ f
′

→ d
′
, c

f→ d

)
7→

Se (f ′ , f) :
∐

i:Gc′→e

(Fc)i −→
∐

j:Gd′→e

(Fd)j



where Se

(
f
′
, f
)
|i : (Fc)i → (Fd)i◦Gf ′ . Then Se de�nes a bifunctor.

Theorem 1.14. If C is a cocomplete category with arbitrary coproducts, then LGFe ∼=
´ c∈Ob(C)

HomE

(
Gc
′
, e
)
·

Fc.

Example. Induced representations.

Let H ≤ G be groups and ρ : H → AutkV a representation of H. Consider G and H as

one-object categories G and H, then ρ : H→ Vectk is a functor de�ned by ∗ 7→ V on objects and

h 7→ ρ (h) on morphisms. Then the induced representation of ρ can realized as a left Kan extension

of ρ along the inclusion functor i : H ↪→ G. Using coends, we can explicitly compute Li (ρ) as
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follows

Li (ρ) = Coeq

{ ⊕
h∈H

k[G]⊗k V
f∗ //

f∗
// k[G]⊗k V

}

where f∗|h : k[G]⊗kV → k[G]⊗kV is de�ned by g⊗v 7→ g⊗ρ (h) v and f∗|h : k[G]⊗kV → k[G]⊗kV

is de�ned by g⊗v 7→ gh⊗v. In particular, Li (ρ) ∼= k [G]⊗kV/ 〈g ⊗ ρ (h) v − gh⊗ v〉 ∼= k[G]⊗k[H]V .

Example. Geometric Realization.

Let ∆ be the cosimplicial category and let X∗ : ∆op → Top be a �good� simplicial space. Here

�good� means that geometric realization will work well, or Reedy co�brant spaces, see section 2.3 in

[KT]. The geometric realization |X∗| is de�ned as follows: Consider the geometric simplex, namely,

the functor ∆∗ : ∆ → Top, de�ned by [n] 7→ ∆n =
{

(x0, . . . , xn) ∈ Rn+1 :
∑n

i=0 xi = 1, xi ≥ 0
}

on objects and mapping a morphism [n]
f→ [m] to f∗ : Rn+1 → Rm+1, ei 7→ ef(i). Let h : ∆ ↪→

Fun (∆op,Set) =: sSet be the Yoneda functor and i : sSet ↪→ sTop the natural inclusion. Consider

G = i ◦ h and de�ne

|X∗| := LG (∆∗) (X∗) .

Let ∆∗ [n] be the image of [n] under the Yoneda functor h : ∆ ↪→ sSet, then |∆∗ [n]| ∼= ∆n.

Example. Derived Functors. Let C be a category with a �nice� class of morphismsW ⊂ Mor (C).

Morally speaking, we wantW to contain all isomorphisms in C and to be closed under compositions.

Then, we can formally de�ne the category C [W ]−1, called the localization of C at W . The category

C [W ]−1 is characterized by the UMP: Given any functor F : C → D inverting every f ∈W , that is

Ff is an isomorphism in D, there is a unique functor F : C [W ]−1 → D making commutative the

following diagram

C F //

Q
��

D

C [W ]−1
F

;;

where Q : C → C [W ]−1 is the localization functor, the functor so that
(
C [W ]−1 , Q

)
solves this

universal problem.

A simple example is when C is the category Com (Ab) of complexes of abelian groups. Take

W to be the class of quasi-isomorphisms, namely, morphisms of complexes f : K• → M• so that

the induced map on homology H• (f) : H• (K•) → H• (M•) is an isomorphism. An example of
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quasi-isomorphisms come from short exact sequences as follows. Consider the short exact sequence

0 → A
i→ B

p→ C → 0 of abelian groups and de�ne complexes K• =
[
0→ A

i→ B → 0
]
and

M• = [0→ 0→ C → 0]. Consider the map f : K• →M• of complexes given by

K•

f
��

0 //

0
��

A
i //

0
��

B //

p

��

0

0
��

M• 0 // 0 // C // 0

.

Then 0 → A
i→ B

p→ C → 0 is exact if and only if f is a quasi-isomorphism. The category

Com (Ab) [W ]−1 =: D (Ab) is called the (unbounded) derived category.

Idea of derived functors: Consider a functor F : C → D and a class W ⊂ Mor (C) of �nice�

morphisms in C.

De�nition 1.34. A left (respectively right) derived functor of F is the right (respectively left)

Kan extension of F along the localization functor Q : C → C [W ]−1, denoted RF := LQF and

LF := RQF .

In practice, both categories C and D carry some classes WC ⊂ Mor (C) and WD ⊂ Mor (D) of

�nice� morphisms and we want a functor F : C [WC ]
−1 → D [WD]−1 making the diagram

C

QC
��

F // D

QD
��

C [WC ]
−1 F // D [WD]−1

commutative. If F (WC) * WD, then such an F does not exist. The idea is to replace F by left

or right Kan extensions. Speci�cally, we de�ne the (total) left ( and right) derived functors by the

following rule

LF := RQC (QD ◦ F ) RF := LQC (QD ◦ F ) .

This de�nition is due to Quillen.
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Part III

Classical Homological Algebra

Outline:

1. Additive/Abelian categories

2. Classical derived functors: de�nitions and functors

3. Examples: Tor, Ext, Sheaf (co)homology

2 Additive Categories

2.1 Additive Categories

De�nition 2.1. A category A is preadditive (Z-category) if

AB1 ∀X,Y ∈ Ob (A), HomA (X,Y ) has a structure of an abelian group and the composition map

is biadditive, i.e. it factors as follows.

◦ : HomA (X,Y )×HomA (Y,Z) //

++

HomA (X,Z)

HomA (X,Y )⊗HomA (Y,Z)

44

De�nition 2.2. A preadditive category A is called additive if

AB2 A is pointed, i.e. there exists an initial object ∅A and a terminal object ∗A and they coincide.

AB3 A has pointwise (hence �nite) products, i.e. ∀X,Y ∈ Ob (A), X × Y exists.

Notation: We call ∅A = ∗A = 0A the null object in A.

HomA (0A, X) = HomA (X, 0A) = 0,∀X ∈ Ob (A) .

Exercise 2.1. Show that the following categories are additive.
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1. Ab the category of abelian groups.

2. R−Mod and Mod−R the category of left or right modules over R, where R is any ring.

3. VB (X) the category of vector bundles over a topological space X.

4. Sh (X) the category of abelian sheaves on a variety X.

5. Qcoh (X) the category quasi-coherent sheaves on a variety X.

Exercise 2.2. If A is additive and C is small, then Fun (C,A) is additive.

Solution. The composition of natural transformations

C•

F1

$$�� α
;;

F3

�� β

F2 // •A

is given by

F1A
αA //

F1f
��

F2A
βA //

F2f
��

F3A

F3f
��

F1B
αB // F2B

βB // F3B

Since A is additive, the horizontal composition map is biadditive, which shows that the composition

of natural transformations is also biadditive.

The initial object in Fun (C,A) is the constant functor ∆ (0) : C 7→ 0, which is also the terminal

object.

The product of F1 and F2 is F1×F2, given by (F1 × F2)C := F1C×F2C, and similarly F1
⊔
F2

is given by (F1
⊔
F2)C := F1C

⊔
F2C. Since A is additive,

(F1 × F2)C = F1C × F2C = F1C
⊔
F2C =

(
F1

⊔
F2

)
C,∀C ∈ C.

Therefore F1 × F2 = F1
⊔
F2.

Exercise 2.3. LetA be a category with a single object ∗, A is a Z-category if and only if HomA (∗, ∗)

is an associative ring with 1. In this case A is not additive.
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Proof. Notice that the multiplication in HomA (∗, ∗) is given by morphism composition.

Lemma 2.1. In any additive category, a �nite product is always a coproduct, i.e. X t Y ∼= X × Y .

Proof. Recall that X × Y represents the functor

Aop −→ Set

Z 7−→ HomA (Z,X)×HomA (Z, Y )

i.e. there exists a natural bijection

ψ : HomA (Z,X × Y )
∼=−→ HomA (Z,X)×HomA (Z, Y ) ,∀Z ∈ Ob (A) . (15)

Take Z = X × Y and consider

ψ (IdX×Y ) = (pX : X × Y → X, pY : X × Y → Y ) (16)

By Yoneda lemma, we can express ψ in terms of pX and pY ,

ψ (f : Z → X × Y ) = (pX ◦ f, pY ◦ f)

De�ne iX : X → X × Y by iX := ψ−1 (IdX , 0) where 0 : X → Y is the zero morphism and

iY : Y → X × Y by iY := ψ−1 (0, IdY ) where 0 : Y → X is the zero morphism.

Notice by the equation 16 we have the relation ψ (iX) = (IdX , 0) which implies

pX ◦ iX = IdX pY ◦ iX = 0 (17)

and ψ (iY ) = (0, IdY ) which implies

pX ◦ iY = 0 pY ◦ iY = IdY (18)
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In addition, we have

pX (iXpX + iY pY ) = (pXiX) pX + (pXiY ) pY = pX + 0 = pX

pY (iXpX + iY pY ) = (pY iX) pX + (pY iY ) pY = 0 + pY = pY

and it follows that

iXpX + iY pY = IdX×Y (19)

For any Z ∈ Ob (A) we construct mutually bijections

HomA (X × Y,Z) ←− HomA (X,Z)×HomA (Y, Z)

f ◦ pX + g ◦ pY ←− [ (f, g)

ϕ : X × Y → Z 7−→ (ϕ ◦ iX , ϕ ◦ iY )

This follows from the relations 17, 18 and 19.

Hence X × Y corepresents

A −→ Set

Z 7−→ HomA (X,Z)×HomA (Y, Z)

so X
⊔
Y exists and X

⊔
Y ∼= X × Y .

Notation. We will use �⊕� for �× =
⊔
�. Thus X ⊕ Y comes together with 4 maps iX , iY , pX , pY

satisfying the relations 17, 18 and 19.

Exercise 2.4. Show that the relations 17, 18 and 19 characterize X ⊕ Y uniquely up to unique

isomorphism, i.e. given Z ∈ Ob (A) with

p′X : Z → X, p′Y : Z → Y, i′X : X → Z, i′Y : Y → Z

satisfying the relations 17, 18 and 19, there exists a unique φ : Z
∼−→ X ⊕ Y such that the following

four diagrams commutes.

Z
p′X //

φ ##

X

X ⊕ Y
pX

;;
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Z
p′Y //

φ ##

Y

X ⊕ Y
pY

;;

X
iX //

i′X ��

X ⊕ Y

Z

φ
;;

Y
iY //

i′Y ��

X ⊕ Y

Z

φ
;;

Proof. Using the UMP of X ⊕ Y there exists a unique φ : Z → X ⊕ Y such that

Z
p′X //

φ ##

X

X ⊕ Y
pX

;;

Z
p′Y //

φ ##

Y

X ⊕ Y
pY

;;

and a unique ϕ : X ⊕ Y → Z such that

X
i′X //

iX ##

Z

X ⊕ Y

ϕ
;;

Y
i′Y //

iY ##

Z

X ⊕ Y

ϕ
;;

Then

IdZ = i′Xp
′
X + i′Y p

′
Y = ϕiXpXφ+ ϕiY pY φ = ϕ (iXpX + iY pY )φ = ϕφ
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and

IdX = p′Xi
′
X = pXφϕiX

IdY = p′Y i
′
Y = pY φϕiY

0 = p′Xi
′
Y = pXφϕiY

0 = p′Y i
′
X = pY φϕiX

Hence

IdX⊕Y = iXpX+iXpY +iY pX+iY pY = iX (pXφϕiX) pX+iX (pXφϕiY ) pY +iY (pY φϕiX) pX+iY (pY φϕiY ) pY = iXpXφϕ+iY pY φϕ = φϕ

Hence φ : Z → X ⊕ Y is an isomorphism with inverse ϕ.

Exercise 2.5. Give an example showing that in�nite coproduct does not coincide with product

(even if they both exists).

Proof. In R−Mod, given an in�nite index category I, the coproduct is

∐
i∈I

Xi =
{

(xi)i∈I |xi ∈ Xi, only �nitely many nonzero xi
}

but the product is ∏
i∈I

Xi =
{

(xi)i∈I |xi ∈ Xi

}

Exercise 2.6. Show that

1. A is additive if and only if Aop is additive.

2. If A,B are additive, then A× B is additive.

Remark 2.1. Additivity (of a category) is an intrinsic property, not an extra structure (unlike

�triangulated� categories). Indeed, if in any category C with �nite products and coproducts, there
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are two natural maps associated to each X ∈ Ob (C)

∆X : X → X ×X,∆X := IdX × IdX diagonal map

∇X : X
⊔
X → X,∇X := IdX

⊔
IdX codiagonal or folding map

Exercise 2.7. Show that the additive structure on each HomA (X,Y ) is given by

+ : HomA (X,Y )×HomA (X,Y ) −→ HomA (X,Y )

(f1, f2) 7−→ f1 + f2 = ∇Y ◦ (f1 ⊕ f2) ◦∆X

Proof. The diagonal map ∆X : X → X ⊕X satis�es pk∆X = IdX for k = 1, 2. The folding map

∇X : X ⊕X → X satis�es ∇Xik = IdX for k = 1, 2.

Given any two maps f1, f2 : X → Y , there exists a unique morphism f1 ⊕ f2 : X ⊕X → Y ⊕ Y

such that pl ◦ (f1 ⊕ f2) ik = δklfk.

We can therefore de�ne f1 + f2 = ∇Y ◦ (f1 ⊕ f2) ◦ ∆X . This is associative and commutative.

f + 0 = f because f ⊕ 0 = i1 ◦ f ◦ p1. It's also bilinear.

A is additive if and only if

• A is pointed, and

• A has �nite products and coproducts and they coincide.

• Each HomA (X,Y ) is additive with respect to �+� de�ned in the exercise 2.7.

2.2 Additive Functors

Let A,B be two additive categories.

De�nition 2.3. A functor F : A → B is additive if for any X,Y ∈ A, F : HomA (X,Y ) →

HomB (FX,FY ) is a homomorphism of abelian groups.

Example 2.1. (Additive functors)

1. forgetful functor R−Mod→ Ab.

2. (Continuous) section functors Γ : VB (X)→ Sh (X), where VB (X) is the category of vector

bundles on a space X and Sh (X) is the category of abelian sheaves on X.
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3. ⊕ : A×A → A.

4. Let MR be a right R-module, the functor

M ⊗R − : R−Mod → Ab

N 7→ M ⊗R N

Example 2.2. Restriction/extension of scalars.

Given a ring homomorphism f : A → B, we denote the triple of additive functors
(
f∗, f∗, f

!
)
,

(resp. extension, restriction, coinduction)

B −Mod

f∗

��
A−Mod

f !

aa

f∗

==

We have

f∗ : A−Mod → B −Mod

M 7→ B ⊗AM

when we consider B as a B,A-bimodule BBA, whose right A-module structure is given by b · a =

b · f (a). And

f ! : A−Mod → B −Mod

M 7→ HomA (ABB,M)

where the B-module structure on HomA (ABB,M) is given by b · f (m) = f (m · b).

Recall the tensor-hom adjunction AM,B N,B ΩA

HomB (Ω⊗AM,N) ∼= HomA (M,HomB (Ω, N))

(f : Ω⊗AM → N) 7−→


M → HomB (Ω, N)

m 7→

 Ω → N

ω 7→ f (ω ⊗m)



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is an isomorphism. As a consequence,

HomB (f∗ (M) , N) = HomB (B ⊗AM,N) ∼= HomA (M,HomB (B,N)) = HomA (M,f∗ (N))

On the other hand, we can identify f∗ (N) ∼= ABB ⊗B N , and we have

HomA (f∗ (N) ,M) ∼= HomA (B ⊗B N,M) ∼= HomB (N,HomA (B,M)) = HomB

(
N, f ! (M)

)

Example 2.3. Nonadditive functors between additive categories: Tensor, symmetric and

exterior powers.

Let R be a commutative ring, for n ≥ 2,

⊗n : R−Mod → R−Mod

M 7→ M ⊗R · · · ⊗RM︸ ︷︷ ︸
n

Symn
R : R−Mod → R−Mod

M 7→ Symn
R (M) = M⊗n〈

m1⊗···⊗mn−mσ−1(1)⊗···⊗mσ−1(n)|mi∈M
〉
σ∈Sn∧n

R : R−Mod → R−Mod

M 7→
∧n
R (M) = M⊗n〈

m1⊗···⊗mn−sgn(σ)mσ−1(1)⊗···⊗mσ−1(n)|mi∈M
〉
σ∈Sn

Lemma 2.2. If A,B are two additive categories, F : A → B is an additive functor, then there

exists a natural isomorphism

F (X ⊗ Y ) ∼= F (X)⊗ F (Y ) , ∀X,Y ∈ Ob (A) .

Proof. Recall X ⊕ Y is an object in A characterized uniquely by specifying 4 morphisms

pX : X ⊕ Y → X pY : X ⊕ Y → Y

iX : X → X ⊕ Y iY : Y → X ⊕ Y

satisfying the relations 17, 18 and 19. Applying F to the four morphisms pX , pY , iX , iY , we get
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F (X ⊕ Y ) ∈ Ob (B) together with F (pX) , F (pY ) , F (iX) , F (iY ) which also satis�es the relations

17, 18 and 19, hence by uniqueness

F (X ⊗ Y ) ∼= F (X)⊗ F (Y ) , ∀X,Y ∈ Ob (A) .

If A,B are additive categories, then the additive functor F : A → B form a (full) subcategory

FunAdd (A,B) ⊆ Fun (A,B).

Exercise 2.8. Show that FunAdd (A,B) is strictly full, i.e. if F ∼= F ′, F ∈ FunAdd (A,B), then

F ′ ∈ FunAdd (A,B).

Proof. Let α : F ⇒ F ′ be the natural isomorphism between F and F ′. For any X,Y ∈ Ob (A), and

f, g : X → Y in A, we have the following commuting diagrams

FX ∼=
αX //

Ff
��

F ′X

F ′f
��

FY ∼=
αY // F ′Y

FX ∼=
αX //

Fg
��

F ′X

F ′g
��

FY ∼=
αY // F ′Y

FX ∼=
αX //

F (f+g)
��

F ′X

F ′(f+g)
��

FY ∼=
αY // F ′Y

Since F is additive, F (f + g) = Ff + Fg, so

F ′f+F ′g = αY ◦Ff◦α−1
X +αY ◦Fg◦α−1

X = αY ◦(Ff + Fg)◦α−1
X = αY ◦F (f + g)◦α−1

X = F ′ (f + g) ,

i.e. F ′ is additive.

FunAdd (A,B) is an additive category. See nice example below.
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Exercise 2.9. Show that a natural equivalence of categories (assume both A,B are small, though

not necessary)

Fun (A× B, C) ∼= Fun (A,Fun (B, C))

restricts to an equivalence of categories

FunAdd (A× B, C) ∼= FunAdd (A,FunAdd (B, C))

Proof. The equivalence of categories

Fun (A× B, C) ∼= Fun (A,Fun (B, C))

is given by

ϕ : Fun (A× B, C) ∼= Fun (A,Fun (B, C))

(F : A× B → C) 7→

 ϕ (F ) : A → Fun (B, C)

X 7→ F (X,−)


If F is additive, i.e. F is a biadditive functor A × B → C, then ϕ (F ) (X) = F (X,−) : B → C is

additive because for any g1, g2 : Y1 → Y2,

ϕ (F ) (X) (g1 + g2) = F (X,−) (g1 + g2) = F (IdX , g1 + g2) = F (IdX , g1)+F (IdX , g2) = ϕ (F ) (X) (g1)+ϕ (F ) (X) (g2)

and ϕ (F ) : X 7→ F (X,−) is additive because for any f1, f2 : X1 → X2, g : Y1 → Y2,

ϕ (F ) (f1 + f2) (g) = F (f1 + f2, g) = F (f1, g) + F (f2, g) = ϕ (F ) (f1) (g) + ϕ (F ) (f2) (g) .

Note that if A is additive, then for each X ∈ Ob (A),

hX = HomA (−, X) : Aop → Set

hX = HomA (X,−) : A → Set
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factor through

hX = HomA (−, X) : Aop → Ab

hX = HomA (X,−) : A → Ab

Exercise 2.10. Show that hX ∈ FunAdd (Aop,Ab) and hX ∈ FunAdd (A,Ab) and the Yoneda

functors

h∗ : A → FunAdd (Aop,Ab)

X 7→ hX

h∗ : A → FunAdd (A,Ab)

X 7→ hX

are additive.

Proof. It su�ces to prove for hX and dualize to get hX . For any f, g : Y → Z in A

hX (f + g) = (f + g)∗ : HomA (Z,X) → HomA (Y,X)

h 7→ (f + g)∗ (h) = h ◦ (f + g) = h ◦ f + h ◦ g = f∗ (h) + g∗ (h) = (f∗ + g∗) (h)

we have hX (f + g) = (f + g)∗ = f∗ + g∗ = hX (f) + hX (g). Hence hX is additive.

For f, g : X → Y ,

hf+g : hX = HomA (−, X) → hY = HomA (−, Y )

h 7→ (f + g) ◦ h = f ◦ h+ g ◦ h = hf (h) + hg (h) = (hf + hg) (h)

we have hf+g = hf + hg, so h∗ is additive.

Lemma 2.3. Let A,B be additive, F : A� B : G is an adjoint pair, then F is additive if and only

if G is additive.

Proof. Assume that F is additive, consider the natural bijection associated to (F,G), then

ψ : HomA (X,GY )
∼=−→ HomB (FX, Y )
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is an isomorphism of abelian groups. Indeed, ψ can be expressed as

ψ (f : X → GY ) =
(
ηY ◦ F (f) : FX

Ff−−→ FGY
ηY−−→ Y

)

where η : FG→ IdD is the counit of (F,G).

Note that f 7→ Ff is additive because F is additive, and φ 7→ ηY ◦ φ is additive because B is

additive (the composition map is bilinear). This implies that

HomA (−, G (−)) ∼= HomB (F (−) ,−) : Aop × B → Ab

as abelian groups. Since FunAdd (A,B) is strictly full, HomA (−, G (−)) ∈ FunAdd (Aop × B,Ab) ∼=

FunAdd (Aop,FunAdd (B,Ab)), so G is additive.

Non-additive bimodules. Let R be an associative ring with 1 (we work over Z).

Recall that a bimodule over R is an abelian group which is both a left and right R-module and

the two structures are balanced in the sense (a ·m) ·b = a ·(m · b) , ∀m ∈M, ∀a, b ∈ R. Equivalently,

we have the following commuting diagram.

R⊗M ⊗R1⊗mR //

mL⊗1
��

R⊗M
mL
��

M ⊗R mR //M

Consider the full subcategory F (R) ofR−Mod withOb (F (R)) =
{

0, R,R⊕2, · · · , R⊕n, · · ·
}
n≥0
∼=

N. Note that F (R) is a small additive subcategory of R−Mod. Consider

F (R) := Fun (F (R) , R−Mod)

this is an abelian category because F (R) is small. (Proof see next lecture.)
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There is a natural functor

Θ : Bimod (R) ↪→ F (R)

M 7→

 M̂ : F (R) → R−Mod

Rn 7→ M ⊗R Rn ∼= M⊗n


Remark 2.2. It may seem more natural to replace F (R) with P (R) the full subcategory of �nitely

generated projective R-modules, but for our purposes F (R) su�ces.

Theorem 2.1. Θ is a fully faithful functor and it essential images are precisely FunAd (F (R) , R−Mod).

Thus Θ : Bimod (R)
∼=−→ FunAd (F (R) , R−Mod). Bimodules over R can be viewed as additive

functors F (R)→ R−Mod.

De�nition 2.4. The objects of F (R) are called �nonadditive bimodules�. F (R) is the category of

nonadditive bimodules.

This is a nice abelian category we can do homological algebra.

Proof. The main thing we need to prove is that all additive functors are isomorphic to some M̂ .

Suppose T ∈ Ob (F (R)) is an additive functor. De�ne M = T (R) the value of T on R. By

de�nition, M ∈ Ob (R−Mod). There is a natural ring isomorphism λ : Rop → EndR (M) de�ned

by

Rop ∼= EndR (RR) = HomF(R) (R,R)
T−→ HomF(R) (TR, TR) = EndR (M)

x 7→

 x̂ : R → R

r 7→ r · x


T is an additive functor implies that λ is a ring homomorphism. Then de�ne

M ⊗R → M

m⊗ b 7→ m · b := λb (m)

we have

(a ·m) · b = λb (a ·m) = aλb (m) = a · (m · b) .

So M is an R-bimodule.
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Exercise 2.11. The functor Θ : Bimod (R) ↪→ F (R) has both left and right adjoints.

Question: What is the use of it?

The classical Hochschild homology can be de�ned by HH∗ (R,M) = Ext∗Bimod(R) (R,M) where

Θ : R 7→ R̂,M 7→ M̂. And THH∗ (R,M) = Ext∗F(R)

(
R̂, M̂

)
.

Theorem 2.2. (Pirashvili-Waldhauser) THH∗ (R,M) is canonically isomorphic to the topological

Hochschild homology.

If R is an algebra over �eld k then HH∗ ∼= THH∗.

2.3 Kernels and Cokernels in Additive Categories

Kernels

Let A be an additive category. F,G : A → Ab are additive functors and α : F ⇒ G is a morphism

of functors. Then we can de�ne

Ker (α) : A → Ab

Z 7→ KerAb

(
FZ

αZ−−→ GZ
)

This is an additive functor, which follows from the commutative diagram in Ab

Ker (α) (Z) �
� //

Ker(α)(ϕ)
��

FZ
αZ //

Fϕ
��

GZ

Gϕ
��

Ker (α) (Z ′) �
� // FZ ′

αZ′ // GZ ′

for any ϕ : Z → Z ′. There exists a unique arrow Ker (α) (ϕ) : Ker (α) (Z) → Ker (α) (Z ′), which

de�nes Ker (α) on morphisms.

We can use this to de�ne kernels and cokernels in A.
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Let f : X → Y be any morphism in A. We know that

A ↪→ FunAdd (Aop,Ab)

X 7→ hX := HomA (−, X)

(f : X → Y ) 7→

 hf : hX → hY

g 7→ f ◦ g


gives an embedding of additive categories, so we can associate to f a morphism of Yoneda functors

hf : hX → hY and de�ne

De�nition 2.5. The kernel of f : X → Y in A is an object K ∈ Ob (A) that represents

Ker (hf ) : Aop → Ab

Z 7→ KerAb

(
HomA (Z,X)

f∗−→ HomA (Z, Y )
)

By de�nition, if K exists, then we have a canonical exact sequence of abelian groups

0→ HomA (Z,K)→ HomA (Z,X)→ HomA (Z, Y )

for any Z ∈ Ob (A). Take Z = K, the image of IdK in HomA (K,X) gives a canonical morphism

k : K → X. De�ne Ker (f) = (K, k) as the kernel of f . This is unique up to isomorphism.

Exercise 2.12. Show that for f : X → Y , there is a canonical isomorphism Ker (f) ∼= eq

{
X

f //

0
// Y

}
provided both exists.

Proof. For any g : Z → X such that

Z
g // X

f //

0
// Y

we have f ◦ g = 0 : Z → Y , so by the exact sequence

0→ HomA (Z,K)
k∗−→ HomA (Z,X)

f∗−→ HomA (Z, Y )

there must exists a unique ḡ : Z → K such that k ◦ ḡ = g, so by the universal property of equalizer,
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Ker (f) ∼= eq

{
X

f //

0
// Y

}
.

Cokernels

A similar de�nition of Cokernel does not work, because the functor

Coker (hf ) : Aop → Ab

Z 7→ CokerAb

(
HomA (Z,X)

f∗−→ HomA (Z, Y )
)

is not representable even in simplest cases.

If Coker (hf ) is representable, we would have short exact sequence

HomA (Z,X)
f∗−→ HomA (Z, Y )

c∗−→ HomA (Z,C)→ 0

for any Z ∈ Ob (A). This is wrong!

Counterexample: Let A = Ab, X = Y = Z, f : Z n·−→ Z, n ≥ 2.

Hom (Z/n,Z) → Hom (Z/n,Z) → Hom (Z/n,Z/n) → 0

‖ ‖ ∦

0 0 0

To de�ne Coker (f) in a correct way, we dualize the Yoneda embedding.

De�nition 2.6. The cokernel of f : X → Y in A is an object C ∈ Ob (A) representing

Ker
(
hf
)

: Aop → Ab

Z 7→ KerAb

(
HomA (Y, Z)

f∗−→ HomA (X,Z)
)

By de�nition, if C exists, then we have a canonical exact sequence of abelian groups

0→ HomA (C,Z)→ HomA (Y,Z)→ HomA (X,Z)

for any Z ∈ Ob (A). Take Z = C, the image of IdC in HomA (Y,C) gives a canonical morphism

c : Y → C. De�ne Coker (f) = (C, c) as the cokernel of f . This is unique up to isomorphism.
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Exercise 2.13. Show that for f : X → Y , there is a canonical isomorphism Coker (f) ∼= coeq

{
X

f //

0
// Y

}
provided both exists.

Now we have K
k−→ X

f−→ Y
c−→ C.

De�nition 2.7. For f : X → Y , we de�ne

Im (f) =
(
Ker

(
Y

c−→ C
)
, j
)

Coim (f) =
(
Coker

(
K

k−→ X
)
, i
)

such that

K
k // X

i //

f

88Coim (f)
f̄ // Im (f)

j // Y
c // C

Proposition 2.1. Assume that A has kernels and cokernels, then for any f : X → Y , there exists

a unique f̄ : Coim (f)→ Im (f) such that f = j ◦ f̄ ◦ i.

Proof. Based on (repeated use of) the following lemma. Since c ◦ f = 0, there exists a unique

f ′ : X → Im (f) such that j ◦ f ′ = f . Also we have f ◦ k = j ◦ f ′ ◦ k = 0, and use the fact

that j is a monomorphism (see remark 3.1), we have f ′ ◦ k = 0, so there exists a unique map

f̄ : Coim (f)→ Im (f) such that f ′ = f̄ ◦ i.

Lemma 2.4. For any f : X → Y in A,

1. If Ker (f) exists, then for g : X ′ → X, f ◦ g = 0⇐⇒ ∃!g′ : X ′ → K such that g = k ◦ g′.

2. If Coker (f) exists, then for h : Y → Y ′, h ◦ f = 0⇐⇒ ∃!h′ : C → Y ′ such that h = h′ ◦ c.

Proof. The �rst statement follows from the exact sequence

0→ HomA
(
X ′,K

) k∗−→ HomA
(
X ′, X

) f∗−→ HomA
(
X ′, Y

)
f ◦ g = 0⇐⇒ g ∈ Ker (f∗) = Im (k∗)⇐⇒ ∃!g′ : X ′ → K such that g = k ◦ g′.

The second statement follows from the exact sequence

0→ HomA
(
C, Y ′

) c∗−→ HomA
(
Y, Y ′

) f∗−→ HomA
(
X,Y ′

)
95



2.3 Kernels and Cokernels in Additive Categories 2 ADDITIVE CATEGORIES

h ◦ f = 0⇐⇒ f ∈ Ker (f∗) = Im (c∗)⇐⇒ ∃!h′ : C → Y ′ such that h = h′ ◦ c.

Example 2.4. In A = Ab or R−Mod, the existence of f̄ and the fact that f̄ is an isomorphism

is part of the �rst isomorphism theorem.
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3 Abelian Categories

Recall that we de�ne an additive category A as characterized by 2.1, 2.2, 2.2. We will add one more

axiom 3.1 to de�ne abelian categories.

3.1 Abelian Categories

De�nition 3.1. A is an abelian category if it is additive and also satisfying

AB4 Every f : X → Y has kernel and cokernel for any X,Y ∈ Ob (A), and the canonical map

f̄ : Coim (f)→ Im (f) is an isomorphsim, i.e. there exists factorization

K
k // X

i //

f

<<I
j // Y

c // C

where (K, k) = Ker (f), (C, c) = Coker (f), (I, i) = Coker (k), (I, j) = Ker (c).

Example 3.1. Additive but not abelian categories.

1. F (R) /P (R) is additive but not abelian.

2. �ltered modules or abelian groups are not abelian categories.

3. topological modules or abelian groups are not abelian.

De�nition 3.2. Let f : X → Y be a morphism in A.

1. f is mono if K = 0, and we denote f : X ↪→ Y . In this case, X is called a subobject of Y .

2. f is epi if C = 0, and we denote f : X � Y . In this case, Y is called the quotient of X.

Exercise 3.1. Show that for any f : X → Y , k is mono and c is epi.

Proof. Let (K ′, k′) = Ker (K), we have

K ′
k′−→ K

k−→ X
f−→ Y

such that f ◦ k = 0 and k ◦ k′ = 0. By the universal property we know that k′ = 0 (unique

factorization), so K = 0. k is mono and similarly we have c is epi.
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Lemma 3.1. (Grothendieck) The axiom 3.1 is equivalent to the combination of two axioms,

AB4.1 A has kernels and cokernels.

AB4.2 If for f : X → Y we have Ker (f) = Coker (f) = 0, then f is an isomorphism (i.e. f is

both mono and epi, see de�nition below).

In particular, this says that kernel and cokernel exists for every f ∈ Mor (A).

Proof. Assume that the axiom 3.1 holds, given f : X → Y , we can de�ne (K, k) = Ker (f) , (C, c) =

Coker (f) , (I, i) = Coker (k) , (I ′, j) = Ker (c) . And we have a factorization as follows

K
k // X

i //

f

::I
f̄ // I ′

j // Y
c // C

Then Coker
(
f̄
)

= Ker
(
f̄
)

= 0 (Why?). By the axiom 3.1 f̄ : I → I ′ is an isomorphism.

Assume that the axiom 3.1 holds, Consider f : X → Y with Ker (f) = Coker (f) = 0, then we

have an isomorphism

(X, IdX) = Coker (0→ X) ∼= Ker (Y → 0) = (Y, IdY )

which is f itself.

0
k // X

IdX //

f

::X
f // Y

IdY // Y
c // 0

Hence f is an isomorphism.

Exercise 3.2. In any abelian category, for any composable f : X → Y and g : Y → Z, we have

1. Ker (f) ↪→ Ker (gf) and they are equal if Ker (g) = 0.

2. Coker (gf) ↪→ Coker(g) and they are equal if Coker (f) = 0.

3. If f is epi then gf = 0⇐⇒ g = 0. If g is mono then gf = 0⇐= f = 0.

Remark 3.1. f is mono is equivalent to say that for any g, h : Z → X, if f ◦ g = f ◦ h, then g = h.

This is because f ◦ (g − h) = f ◦ g − f ◦ h = 0, and by de�nition, g − h factors through K = 0, so
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g − h = 0, i.e. g = h. f is epi is is equivalent to say that for any g, h : Y → Z, if g ◦ f = h ◦ f ,

then g = h. This is because (g − h) ◦ f = g ◦ f − h ◦ f = 0, and by de�nition, g− h factors through

C = 0, so g − h = 0, i.e. g = h.

3.2 Examples of Abelian Categories

The categories Ab, R −Mod, Mod − R are abelian, where R is an associative unital ring. The

category of R-bimodules

Bimod (R) ∼= Mod (Re) ∼= Re −Mod

a ·m · b = m · (b⊗ ao) = (a⊗ bo) ·m

where Re = R⊗Rop is also abelian.

In these example, kernels and cokernels are de�ned in the usual way and the axiom 3.1 is

equivalent to the �rst isomorphism theorem.

Lemma 3.2. We have

1. A is abelian if and only if Aop is abelian. (All axioms are self-dual).

2. If A, B are abelian, so is A× B.

Lemma 3.3. If C is small and A is abelian, then Fun (C,A) is abelian.

Proof. We've shown that if A is additive, AC is additive. We only need to check the axiom 3.1.

Kernels and cokernels in AC are de�ned pointwisely. Let F,G : C → A be two functors, ϕ : F ⇒ G

a morphism of functors. De�ne Ker (ϕ) = (K : C → A, k : K ⇒ F ) as follows:

K is given by:

Objects: ∀X ∈ Ob (C), KX = Ker
(
FX

ϕX−−→ GX
)
. Note that kernels in A induces morphisms

kX : KX → FX,∀X ∈ Ob (C).

Morphisms: ∀f : X → Y in C, we have

KX
kX //

Kf
��

FX
ϕX //

Ff
��

GX

Gf
��

KY
kY // FY

ϕY // GY
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where there exists a unique Kf : KX → KY which completes the (commutative) diagram. Indeed,

ϕY ◦ Ff ◦ kX = Gf ◦ ϕX ◦ kX = 0, so Ff ◦ kX factors through kY , which gives Kf : KX → KY .

This de�nes K (f) and shows that k = {kX : KX → GX}X∈Ob(C) is a morphism of functors. (K, k)

is the kernel, since it satis�es the universal property by checking it pointwise and satis�es naturality.

Coker (ϕ) = (C, c) is de�ned similarly �pointwise� or �objectwise�.

The axiom 3.1 holds because it holds in A. Coker (k)
ϕ̄−→ Ker (c) is given by

ϕ̄ =
{
ϕ̄X : Coker (Ker (ϕX))

∼=−→ Ker (Coker (ϕX))
}
X∈Ob(C)

so ϕ̄ is an isomorphism inAC .

Corollary 3.1. The category of nonadditive bimodules F (R) is abelian.

Corollary 3.2. If X is a topological space, the category Pr (X) of presheaves on abelian categories

is abelian.

Question: what about sheaves?

3.3 Sheaves of Abelian Groups

Let X be a topological space. A presheaf is a functor

F : Open (X)op → Ab

U 7→ FU

with

Hom (U, V ) =


∅ U * V

→ U ⊆ U

and F (U → V ) = ρVU : FV → FU called the restriction map, satisfying ∀U ⊆ V ⊆ W , ρVU ◦ ρWV =

ρWU , i.e. F preserves compositions.

De�nition 3.3. (Sheaf Axiom) A presheaf is a sheaf if for any open subset U ⊂ X and open

cover {Ui}i∈I of U , and any sections {ei ∈ FUi}i∈I such that ρUiUi∩Uj (ei) = ρUiUi∩Ui (ej) whenever

Ui ∩ Uj 6= ∅, then we have a unique e ∈ FU such that ei = ρUUi (e) ,∀i ∈ I .
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Note that a presheaf fails to be a sheaf if either there are not enough global sections or uniqueness

of restrictions fails.

De�nition 3.4. Sh (X) is the full subcategory of Pr (X) so it comes together with an inclusion

functor

s : Pr (X) � Sh (X) : i

Theorem 3.1. This inclusion functor i : Sh (X)→ Pr (X) has a left adjoint s : Pr (X)→ Sh (X).

Remark 3.2. We are trying to make Sh (X) abelian in naive way., i.e. for ϕ : F ⇒ G a morphism

of sheaves, de�ne

KerSh (ϕ) = KerPr (iϕ) = {Ker (ϕU : FU → GU)}U∈Ob(Open(X))

U 7→ Ker (ϕ) (U) = Ker (ϕU : FU → GU) = KerPr (iϕ) (U)

U 7→ Coker (ϕ) (U) = Coker (ϕU : FU → GU) = CokerPr (iϕ) (U)

Exercise 3.3. Check that Ker (ϕ) is a sheaf by Coker (ϕ) is not a sheaf.

The correct way to de�ne Coker (ϕ) is

De�nition 3.5. De�ne U 7→ Coker (ϕ) (U) by f ∈ Coker (ϕ) (U) ⇐⇒ there exists a covering

{Ui}i∈I of U such that ρUUi (f) ∈ CokerPr (iϕ) (U) . This gives a sheaf which is called Coker (ϕ).

Assume that the axiom is true, then we have

s : Pr (X) � Sh (X) : i

such that si ∼= IdSh(X).

Proposition 3.1. If ϕ : F ⇒ G in Sh (X), consider the decomposition

K
k−→ iF

i−→ I
j−→ iG

c−→ C
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in Pr (X) , apply s to this we have

K ∼= sK
sk−→ F

si−→ sI
sj−→ G

sc−→ sC 6= C

This is a decomposition in Sh (X).

This holds (in general) abstractly.

Proposition 3.2. Given an adjoint pair s : A� B : i such that s ◦ i ∼= IdB where A is abelian, we

can make B abelian by de�ning

KerBϕ := KerA (iϕ)

CokerBϕ := s (CokerA (iϕ))

This is called transfer principle.

There is a similar statement for model/triangulated categories.

102



4 HOMOLOGICAL ALGEBRA

4 Homological Algebra

4.1 Complexes

Let A be an abelian category.

De�nition 4.1. A cochain (cohomological) complex inA is a sequence of morphismsX• = (Xn, dn)n∈Z

· · · → Xn dn−→ Xn+1 dn+1

−−−→ Xn+2 → · · ·

satisfying that d2 = 0.

De�nition 4.2. Dually, a chain (homological) complex in A is a sequence of morphisms X• =

(Xn, dn)n∈Z

· · · → Xn
dn−→ Xn−1

dn−1−−−→ Xn−2 → · · ·

satisfying that d2 = 0.

Convention. When working with unbounded complexes (no extra constraints) we can pass from

cohomological to homological notation by setting Xhom
n := X−n,∀n ∈ Z.

Any property or fact for cohomological complexes has an analogue for homological complexes. By

a complex, we will mean cohomological complex (unless stated otherwise).

De�nition 4.3. Amorphism of complexes f• : X• → Y • is a sequence of morphisms (fn : Xn → Y n)n∈Z

such that

· · · // Xn
dnX //

fn

��

Xn+1 //

fn+1

��

· · ·

· · · // Y n
dnY // Y n+1 // · · ·

commutes, for any n ∈ Z. Write Com (A) for the category of (unbounded) complexes of A.

Theorem 4.1. Com (A) is an abelian category with kernels and cokernels de�ned term-wise (or

degree-wise).

Proof is similar to that Fun (C,A) is abelian, where C is small.

Example 4.1. If A = R−Mod, Com (R−Mod) is the category of complexes of R-modules.
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Example 4.2. (DG-modules) Let R be a di�erential Z-graded ring R =
⊕
n∈Z

Rn as a Z-module, i.e.

1. Rn ·Rm ⊆ Rn+m

2. 1R ∈ R0

such that R is equipped with di�erential d

· · · → Rn
dn−→ Rn+1 dn+1

−−−→ Rn+2 → · · ·

such that dn+1dn = 0, making it a complex, and d satis�es the Leibniz rule, i.e. for homogeneous

a, b ∈ R,

d (ab) = (da) · b+ (−1)n a · (db) , a ∈ Rn .

Note that d (1R) = 0 by the rule.

Example 4.3. An ordinary ring R can be viewed as a DG ring by setting R• = [0→ R→ 0] with

d = 0. Rings ↪→ DGRings is a fully faithful embedding.

Remark 4.1. DG rings are monoids in the monoidal category Com (Ab) with respect to tensor

product ⊗
: Com (Ab)×Com (Ab) → Com (Ab)

(X•, Y •) 7→ X•
⊗
Y •

where (X
⊗
Y )n =

⊕
i+j=n

Xi ⊗ Y j and d : (X
⊗
Y )n → (X

⊗
Y )n+1 is given by dX

⊗
Y = IdX ⊗

dY + dX ⊗ IdY , or explicitly, for x ∈ Xn and y ∈ Y m, d (x⊗ y) = dx⊗ y + (−1)n x⊗ dy.

De�nition 4.4. A left DG module M• over a DG ring R• is a graded R•-module such that

1. M• =
⊕
n∈Z

Mn with left R•-action R•⊗M• →M• such that Rn⊗Mk →Mn+k, a⊗m 7→ a ·m.

2. there is a di�erential dM on M• making (M•, dM ) a complex.

3. dM (a ·m) = dR (a) ·m+ (−1)|a| a · dM (m) ,∀a ∈ R|a,m ∈M .

Write DGMod (R) for the category of DG modules over R.

Notice that if we think of a ring R as a DG ring, then Com (R−Mod) = DGMod (R) with

|a| = 0, dR = 0.
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Exercise 4.1. DGMod (R) is an abelian category.

Example 4.4. (Mixed complexes) Take Λ = Λ (x) = k [x] /
(
x2
)

= k
(0)
⊕kx

(1)
with |x| = 1 and dR = 0.

De�nition 4.5. A right homological DG module over Λ is called a mixed complex. Explicitly, a

mixed complex (M, b,B) is a complex M• =

[
· · · →Mn+1

bn+1−−−→Mn
bn−→Mn−1 → · · ·

]
1. with b2 = 0, {b} = −1, and

2. a right Λ-action M ⊗ Λ→M , i.e.

B : Mn → Mn+1

x 7→ (−1)nm · x

where B2 = 0, |B| = 1.

3. it satis�es Leibniz rule, bB +Bb = 0.

Cohomology

Fix a complex X• = (Xn, dn)n∈Z in A and consider

Coker (dn)

bn+1

&&
· · · // Xn dn //

an %%

Xn+1

c

OO

dn+1
// Xn+2 // · · ·

Ker
(
dn+1

)k

OO

since dn+1dn = 0, there exists a unique an : Xn → Ker
(
dn+1

)
such that k ◦ an = dn and a unique

bn+1 : Coker (dn)→ Xn+2 such that dn+1 = bn+1 ◦ c.

By the axiom 3.1 we have

Xn an//

ān

��

Ker
(
dn+1

) � � k //

��

Xn+1 c // // Coker (dn)
bn+1

//

c′

%%

Xn+2

K

k′
::

Coker (an) ∼=
c◦k // Ker

(
bn+1

)
OO

C

b̄n+1

OO

note that Coker (an) ∼= Coker (k′) and Ker
(
bn+1

) ∼= Ker (c′).
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De�nition 4.6. The n-th cohomology Hn (X) is de�ned by Hn (X) := Coker (an) ∼= Ker
(
bn+1

)
.

This de�nes additive functors Hn : Com (A)→ A. We will often denote

H• : Com (A) → Com (A)

(X•, d) 7→ (H• (X) , 0)

Exercise 4.2. If R is a DG ring, M is a DG module, then H• (M) is a graded H• (R)-module, so

H• restricts to a functor H• : DGMod (R)→ grMod (H• (R)).

Proof. Let [x] ∈ Hn (R) = Kerdn+1
R /ImdnR and [m] ∈ H l (M) = Kerdl+1

M /ImdlM , then [x] · [m] =

(x+ ImdnR) ·
(
m+ ImdlM

)
= xm + Imdn+l+1

M since ∀m′ ∈ M l,∀x′ ∈ Rn, and ∀x ∈ Kerdn+1
R , ∀m ∈

Kerdl+1
M , we have x · dm′ = d (xm′) ∈ Imdn+l+1

M and dx′ ·m = d (x′m) ∈ Imdn+l+1
M , and dx′ · dm′ =

d (x′ · dm′) ∈ Imdn+l+1
M . Also, d

(
xm+ Imdn+l+1

M

)
= d (xm) = dx · m + (−1)n+1 x · dm = 0, so

[x] · [m] ∈ Kerdn+l+2
M /Imdn+l+1

M .

De�nition 4.7. A complex X• ∈ Com (A) is exact in degree n if Hn (X) = 0. A complex

X• ∈ Com (A) is acyclic if H• (X) = 0.

In classical homological algebra, the complexes

0→ X → Y → Z → 0 (20)

play a distinguished role (�test functions� for additive functors).

De�nition 4.8. The complex 20 is called

1. left exact if the complex 20 is exact at X and Y .

2. right exact if the complex 20 is exact at Y and Z.

3. short exact sequence if the complex 20 is exact at X, Y and Z.

Example 4.5. For any f : X → Y , 0→ Ker (f)
i−→ X

f−→ Y → 0 is left exact, and 0→ X
f−→ Y

j−→

Coker (f)→ 0 is right exact.

Lemma 4.1. 0→ X
f−→ Y

g−→ Z → 0 is
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1. left exact if and only if 0→ Hom (A,X)
f∗−→ Hom (A, Y )

g∗−→ Hom (A,Z)→ 0 is left exact for

any A ∈ Ob (A).

2. right exact if and only if 0→ Hom (Z,A)
g∗−→ Hom (Y,A)

f∗−→ Hom (X,A)→ 0 is left exact for

any A ∈ Ob (A).

Proof. If 0 → X
f−→ Y

g−→ Z → 0 is left exact, f is mono and Ker (g) = Im (f). Consider 0 →

Hom (A,X)
f∗−→ Hom (A, Y )

g∗−→ Hom (A,Z)→ 0, if f∗ (h) = f ◦ h = 0 where h : A→ X, since f is

mono, h = 0, so f∗ is mono. Im (f∗) ⊆ Ker (g∗) since g∗ ◦f∗ (h) = g ◦f ◦h = 0, ∀h : A→ X. For any

t : A→ Y such that g∗ (t) = g◦t = 0, for any a ∈ A, t (a) ∈ Ker (g) = Im (f), so there exists a unique

x ∈ X such that f (x) = t (a), set s : A → X, a 7→ x, then s (a1 + a2) = x1 + x2 = s (a1) + s (a2)

and s (ra) = rx = r · s (a) since t (ra) = rt (a) = rf (x) = f (rx), therefore s ∈ Hom (A,X). Hence

Im (f∗) = Ker (g∗). Thus 0→ Hom (A,X)
f∗−→ Hom (A, Y )

g∗−→ Hom (A,Z)→ 0 is left exact for any

A ∈ Ob (A).

If 0 → Hom (A,X)
f∗−→ Hom (A, Y )

g∗−→ Hom (A,Z) → 0 is left exact for any A ∈ Ob (A), since

f∗ is mono, i.e. for any h : A → X, f ◦ h = 0 implies h = 0, it follows that f is mono. Take

A = X and IdX ∈ Hom (X,X), g∗ ◦ f∗ (IdX) = g ◦ f = 0, so Im (f) ⊆ Ker (g). Take A = Ker (g)

and k : A → Y , since g∗ (k) = g ◦ k = 0, k ∈ Im (f∗), i.e. k = f ◦ h for some h : A → X, so

Ker (g) ⊆ Im (f). Hence 0→ X
f−→ Y

g−→ Z → 0 is left exact.

If 0 → X
f−→ Y

g−→ Z → 0 is right exact, g is epi and Ker (g) = Im (f). Consider 0 →

Hom (Z,A)
g∗−→ Hom (Y,A)

f∗−→ Hom (X,A)→ 0, since g is epi, for any h : Z → A, g∗ (h) = h◦g = 0

implies h = 0, so g∗ is mono. f∗ ◦ g∗ = (g ◦ f)∗ = 0, so Im (g∗) ⊆ Ker (f∗). If t ∈ Ker (f∗), i.e.

0 = t ◦ f : X → A, for any z ∈ Z, since g is epi, there exists y ∈ Y such that g (y) = z, set

h : Z → A, z 7→ t (y). This map is well-de�ned, since if there exists y′ ∈ Y such that g (y′) = z,

y−y′ ∈ Ker (g) = Im (f), say y−y′ = f (x) for x ∈ X, then t (y)− t (y′) = t (y − y′) = t (f (x)) = 0.

Hence Im (g∗) = Ker (f∗), 0→ Hom (Z,A)
g∗−→ Hom (Y,A)

f∗−→ Hom (X,A)→ 0 is left exact.

If 0 → Hom (Z,A)
g∗−→ Hom (Y,A)

f∗−→ Hom (X,A) → 0 is left exact, g∗ is mono and f∗ ◦ g∗ =

(g ◦ f)∗ = 0, so g is epi and g◦f = 0. Consider A = Coker (f) and c : Y → A, then f∗ (c) = c◦f = 0,

so c ∈ Ker (f∗) = Im (g∗), c = h ◦ g for some h : Z → A = Y/Im (f), so Ker (g) ⊆ Im (f). Hence

0→ X
f−→ Y

g−→ Z → 0 is right exact.
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4.2 Exact Functors

Let A,B be two abelian categories and F : A → B an additive functor.

De�nition 4.9. F is called

1. left exact if 0→ FX → FY → FZ is exact for any left exact triple 0→ X → Y → Z.

2. right exact if FX → FY → FZ → 0 is exact for any right exact triple X → Y → Z → 0.

Example 4.6. For any A ∈ Ob (A),

1. hA : A → Ab, X 7→ Hom (A,X) is left exact.

2. hA : Aop → Ab, X 7→ Hom (X,A) is right exact.

Theorem 4.2. (Adjointness v.s. Exactness) Let F : A 
 B : G be a pair of adjoint additive

functors between two abelian categories, then F is right exact and G is left exact.

Proof. To see that F is right exact, it su�ces to show that for any right exact 0→ X
f−→ Y

g−→ Z → 0,

0 // Hom (FX,A) //

∼=
��

Hom (FY,A) //

∼=
��

Hom (FZ,A)

∼=
��

0 // Hom (X,GA) // Hom (Y,GA) // Hom (Z,GA)

is left exact. This follows from Lemma 4.1 and the fact that hA is left exact.

Corollary 4.1. If F is both left adjoint and right adjoint, then F is exact.

Example 4.7. If f : A → B is a ring homomorphism, we have the triple of additive functors(
f∗, f∗, f

!
)
, (resp. extension, restriction, coinduction)

B −Mod

f∗

��
A−Mod

f !

aa

f∗

==
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where

f∗ : A−Mod → B −Mod

M 7→ B ⊗AM

when we consider B as a B,A-bimodule BBA, whose right A-module structure is given by b · a =

b · f (a), and

f ! : A−Mod → B −Mod

M 7→ HomA (ABB,M)

Then f∗ is right exact, f∗ is exact and f
! is left exact.

Example 4.8. (Zuckerman functor) Let g be a complex semisimple Lie algebra and h ⊆ g a Cartan

subalgebra. If M ∈ Ob (g−Mod), an element m ∈M is called h-�nite if dimC (Uh ·m) <∞. The

subspace of all h-�nite elements in M form a g-submodule Mh = {m ∈M | dimC (Uh ·m) <∞}.

The Zuckerman functor

(−)h : g−Mod→ g−Mod

is left exact (not exact) but not right adjoint.

Mitchell Theorem

In Ab and R−Mod, various properties (i.e. commutativity of diagrams) can be checked element-

wise by diagrammatic chasing. In an arbitrary abelian category with no forgetful functor to Set,

objects do not have elements. There are two ways to deal with this.

1. Given object X ∈ Ob (A) we can look at �Y -elements� or �Y -points� HomA (Y,X) for each

Y ∈ Ob (A), i.e. identifying X with functors hX via the embedding A ↪→ Fun (Aop,Ab).

2. Based on Mitchell Theorem.

Theorem 4.3. (Mitchell) Let A be a small abelian category, then there exists an associative unital

ring R together with an exact strictly fully faithful functor A ↪→ R−Mod, i.e. A can be identi�ed

with a full subcategory of a module category.

In practice, any property or claim which involves �nitely many objects, morphisms and which holds

in any module category must hold in any abelian category A. Indeed, we can always take A0 to be

generated the objects involved and apply Mitchell embedding.
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Example 4.9. (Snake lemma) In any abelian category A, consider the commutative diagram

0 // A1
//

α

��

B1
//

β
��

C1
//

γ

��

0

0 // A2
// B2

// C2
// 0

with exact rows, then there exists δ : Ker (γ)→ Coker (α) making the exact sequence

· · · Ker(α)(A) Ker(β) Hn+1(C)

Hn(A) Hn(B) Hn(C) 0

α0

It su�ces to check this in module category, see Lemma 4.8.

De�nition 4.10. In any category A, a square

X
f //

g

��

Y

p

��
Z

q //W

(21)

is called

1. Cartesian if X ∼= Y ×W Z, i.e. X represents the functor

Aop −→ Set

A 7−→ {(ϕ,ψ) ∈ Hom (A, Y )×Hom (A,Z) |pϕ = qψ}

2. Cocartesian if W ∼= Y tX Z, i.e. W corepresents the functor

A −→ Set

A 7−→ {(ϕ,ψ) ∈ Hom (Y,A)×Hom (Z,A) |ϕf = ψg}

Exercise 4.3. Let A be an abelian category, de�ne the sequence associated to the diagram 21

0→ X
0

(
f g

)
−−−−−−−→ Y ⊕ Z

1

 p

−q


−−−−−−→W

2
→ 0 (22)
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Show that

1. the complex 22 is a complex if and only if the diagram 21 commutes.

2. the complex 22 is left exact if and only if the diagram 21 is Cartesian.

3. the complex 22 is right exact if and only if the diagram 21 is Cocartesian.

Proof. (1) is trivial. We will prove (2). The complex 22 is left exact if and only if X is the kernel

of Y ⊕Z →W , if and only if for any A and f ′ : A→ Y, g′ : A→ Z such that g′ ◦ q = f ′ ◦ p, i.e. the

composition A→ Y ⊕ Z →W is zero, there exists a unique t : A→ X such that

A f ′

��

g′

##

t

  
X

f //

g

��

Y

p

��
Z

q //W

if and only if the diagram 21 is Cartesian.

(3) can be proved in the similar manner. The complex 22 is right exact if and only if W is the

cokernel of X → Y ⊕ Z if and only if the diagram 21 is Cocartesian.

Exercise 4.4. Let H0, H1, H2 denote the cohomology of the complex 22. Prove or disprove

1. H0 ∼= Ker (g : Kerf → Kerq).

2. H1 ∼= Coker (p : Cokerf → Cokerq)

3. There exists an exact triple

0→ Coker (g : Kerf → Kerq)→ H2 → Ker (p : Cokerf → Cokerq)→ 0

Exercise 4.5. Show that

1. The diagram 21 is Cartesian if and only if g induces an isomorphism Ker (f) ∼= Ker (q) and p

induces a monomorphism Coker (f) ↪→ Coker (q).
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2. The diagram 21 is Cocartesian if and only if p induces an isomorphism Cokerf
∼=−→ Coker (q)

and g induces an epimorphism Ker (f) � Ker (q)

Hint: It su�ces to prove (1) and replacing A with Aop will imply (2).

Warning: Mitchell theorem does not apply to properties involving in�nitely many objects.

Exercise 4.6. In R−Mod, an in�nite product of exact triples is exact, but in Sh (X) this is not

true in general. We will see this later. Also Qcoh (X) for smooth projective variety X does not

have any projective objects.

4.3 Projective and Injective Objects

Let A be an abelian category.

De�nition 4.11. An object P ∈ Ob (A) is projective if HomA (P,−) : A → Ab is exact.

De�nition 4.12. An object I ∈ Ob (A) is injective if HomA (−, I) : Aop → Ab is exact.

Remark 4.2. Projectives in A is equivalent to injectives in Aop. But this does not mean that

projectives and injectives have similar properties (since A and Aop are very di�erent categories).

Note: HomA (P,−) is always left exact for any P ∈ Ob (A), so P is projective means that

HomA (P,−) is right exact.

Claim 4.1. The following are equivalent:

1. P is projective.

2. For any X → Y → Z → 0 exact, HomA (P,X)→ HomA (P, Y )→ HomA (P,Z)→ 0 is exact.

3. For any Y → Z → 0 epi, HomA (P, Y )→ HomA (P,Z)→ 0 is epi.

4. For any Y → Z → 0 epi and any ϕ : P → Z, there exists ϕ̃ such that

P

ϕ

��

ϕ̃

��
Y // // Z // 0

commutes.
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We have similar result for injectives.

Claim 4.2. The following are equivalent:

1. I is injective.

2. For any 0→ X → Y exact, HomA (Y, I)→ HomA (X, I)→ 0 is exact.

3. For any 0→ X → Y mono, HomA (Y, I)→ HomA (X, I)→ 0 is epi.

4. For any 0→ X → Y mono and any ϕ : X → I, there exists ϕ̃ such that

0 // X �
� //

ϕ
  

Y

ϕ̃
��
I

(23)

commutes.

Lemma 4.2.

1. P ∈ Ob (A) is projective if and only if for any p : X � P there is an isomorphism X ∼= X ′⊕P

such that p factors as

X

p

<<
∼ // X ′ ⊕ P can // // P

2. I ∈ Ob (A) is injective if and only if for any i : I ↪→ X there is an isomorphism X ∼= X ′ ⊕ I

such that i factors as

I

i

<<
� � can// X ′ ⊕ I ∼ // X

Proof. We will prove (1). The proof of (2) is similar.

If P is projective, given p : X � P , consider

P

Id
i

~~
X

p // // P // 0
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such that pi = IdP , so i is mono. Put X ′ = Ker (p) with i′ : X ′ ↪→ X being the canonical inclusion.

Note pi′ = 0.

0 // X ′ �
� i′ // X

p //
P

i
oo // 0

Note p (IdX − ip) = p−pip = p−p = 0, (IdX − ip) ∈ Ker (p∗) = Im (i′∗), so there exists p
′ : X → X ′

such that IdX − ip = i′p′.

We claim that p′i′ = IdX′ and p
′i = 0. i′p′i′ = (IdX − ip) i′ = i′−ipi′ = i′, so i′ (p′i′ − IdX′) = 0,

and since i′ is mono, p′i′ = IdX′ . i
′p′i = (IdX − ip) i = i − ipi = 0, and since i′ is mono, p′i = 0.

Thus we get a split exact sequence

0 // X ′
i′ //

X
p //

p′
oo P

i
oo // 0

so X = X ′ ⊕ P .

Assume π : Y → Z is onto and ϕ : P → Z. Put X := Ker [(−π, ϕ) : Y ⊕ P → Z] and de�ne[
X

p−→ P
]

:= [X ↪→ Y ⊕ P � P ] and
[
X

q−→ Y
]

:= [X ↪→ Y ⊕ P � Y ] . Since π is onto, p is onto

(indeed, if x ∈ P , then there exists y ∈ Y such that π (y) = ϕ (x), take (y, x) ∈ X and p (y, x) = x).

By assumption, p splits, so there exists s : P → X such that ps = IdP . De�ne ϕ̃ = qs, then πϕ̃ = ϕ

as required.

De�nition 4.13. An object Y ∈ Ob (A) is an extension of Z ∈ Ob (A) by X ∈ Ob (A) if there

exists an exact triple 0→ X → Y → Z → 0.

Notation. Proj (A) is the class of projective objects in A. Inj (A) is the class of injective objects

in A.

Exercise 4.7. Show that

1. Proj (A) and Inj (A) are closed under extension and direct sums.

2. Proj (A) and Inj (A) are closed under taking direct summands.

3. Proj (A) is closed under taking kernels of epimorphisms, i.e. if p : P1 � P2 with P1, P2

projective, then Ker (p) is projective.
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4. Inj (A) is closed under taking cokernels of monomorphisms, i.e. if i : I1 ↪→ I2 with I1, I2

injective them Coker (i) is injective.

Proof. (1) and (2) are straightforward. We only need to prove (3), and then (4) is similar.

Consider the short exact sequence

0 // P0
i // P1

p // P2
// 0

where P0 = Ker (p), it splits because P2 is projective, and we have

0 // P0

i //

�� ϕ
  

P1

p //

s
oo P2

//
t

oo 0

Y π
// // Z // 0

For any ϕ : P0 → Z, ϕ ◦ s : P1 → Z extends to φ : P1 → Y , then ϕ̃ = φ ◦ i : P0 → Y is the desired

extension since

π ◦ ϕ̃ = π ◦ φ ◦ i = ϕ ◦ s ◦ i = ϕ.

4.4 Projective and Injective Modules

De�nition 4.14. An abelian category A has enough projectives if for any X ∈ Ob (A), there exists

P � X epi with P projective.

De�nition 4.15. An abelian category A has enough injectives if for any X ∈ Ob (A), there exists

X ↪→ I mono with I injective.

Theorem 4.4. Let R be a unital associative ring. R −Mod and Mod−R has enough projective

and injective modules.

Projective Modules

Lemma 4.3. Every free module is projective.

115



4.4 Projective and Injective Modules 4 HOMOLOGICAL ALGEBRA

Proof. The forgetful functor U : R−Mod→ Set has left adjoint, the free functor

R 〈−〉 : Set 
 R−Mod : U

S 7→ R 〈S〉

where R 〈S〉 is the free R-module based on S. HomR (R 〈S〉 ,M) ∼= HomSet (S,M).

Sets are free in the sense that for any surjective p : X � Y , p∗ : Hom (S,X) → Hom (S, Y ) is

surjective.

S

ϕ

��

ϕ̃

~~
X

p // // Y // 0

If M,N are R-modules, p : M → N is epi, then Up : UM � UN is onto, so

HomSet (S,UM)

∼=
��

// // HomSet (S,UN)

∼=
��

HomR (R 〈S〉 ,M) // // HomR (R 〈S〉 , N)

Hence HomR (R 〈S〉 ,−) is exact, so R 〈S〉 is projective.

Corollary 4.2. P is a projective R-module if and only if P is a direct summand of a free module,

i.e. there exists Q ∈ Ob (R−Mod) such that P ⊕Q = R 〈S〉.

Corollary 4.3. R−Mod has enough projectives.

Proof. For any M ∈ Ob (R−Mod), R 〈UM〉�M .

Remark 4.3. The problem of describing projectives for a speci�c R is not trivial.

Exercise 4.8. If X is an a�ne variety over a �eld k, then for R = O (X) the coordinate ring,

O (X)−Mod ∼= Qcoh (X) the category of quasi-coherent sheaves on X.

O (X)−Mod Qcoh (X)
∼=oo

O (X)−Modfg (X)
?�

OO

coh (X)
?�

OO

∼=oo

Proj
(
O (X)−Modfg

)
(X)

?�

OO

VB (X)
?�

OO

∼= oo
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where VB (X) ∼= {locally free �nite rank sheaves on X}.

Question 1: How to distinguish nontrivial (non free) projective modules from trivial ones.

Let P (R) be the subcategory of �nitely generated projective modules in R − Mod. The

Grothendieck group of R is de�ned by

K0 (R) := Z 〈iso-classes of f.g. projectives〉 / 〈[P ] = [P1] + [P2] |0→ P1 → P → P2 → 0 exact〉

P1 is stably isomorphic to P2 if [P1] = [P2] in K0 (R), i.e. there exists Q ∈ Ob (P (R)) such that

P1 ⊕Q ∼= P2 ⊕Q. Note we can always choose Q to be free.

De�nition 4.16. P is called stably free if P is stably isomorphic to a free module, i.e. P⊕Rn ∼= Rm.

Remark 4.4. Stably free need not to be free.

Example 4.10. LetR = O
(
S2
)
be the coordinate ring of real 2-sphere S2. R = R [x, y, z] /

(
x2 + y2 + z2 − 1

)
.

De�ne a R-module homomorphism

π : R3 � R

(α, β, γ) 7→ αx+ βy + γz

Notice that π (x, y, z) = 1 in R. This means that π has a section

s : R ↪→ R3

r 7→ (rx, ry, rz)

and π ◦ s = IdR. Put P = Ker (π), then P ⊕R ∼= R3, so P is stably free of rank 2.

Claim. P is not free.

Proof. (Topological). Based on Hairy Ball theorem.

Assume that P is free, then P ∼= R2 and R2 ⊕ R ∼= R3, then we can choose a new basis of

R3 {e1 = (x, y, z) , e2 = (f, g, h) , e3 = (f ′, g′, h′)} where f, f ′, g, g′, h, h′ ∈ R can be considered as
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polynomial functions on S2. Then

d = det

∣∣∣∣∣∣∣∣∣∣
x f f ′

y g g′

z h h′

∣∣∣∣∣∣∣∣∣∣
∈ R×

is a unit.

De�ne a continuous vector �eld on S2: v 7→ (f (v) , g (v) , h (v)) ∈ R3. Since d 6= 0 on S2,

this vector �eld is nowhere vanishing. If we project orthogonally this vector �eld to each tangent

plane to S2, we can get non-vanishing vector �eld tangent to S2 which contradicts with Hairy Ball

theorem.

Exercise 4.9. Show that for any commutative R, a �nitely generated stably free module of rank 1

must be free. P ⊕Rn ∼= Rn+1 for some n.

Hint: use ΛnR exterior power functor.

Question 2: Given a ring R, how to describe (�nd and classify up to honest isomorphism)

�nitely generated projective modules over R?

Serre conjecture: all projectives over R are free. Equivalently, there are no nontrivial algebraic

vector bundles on Ank .

Quillen and Suslin proved this in 1976. Proof is long and elementary.

Example 4.11. (Weyl algebra) Let k be a �eld with char (k) = 0. Extend k [x1, · · · , xn] by adding

derivatives.

An (k) = k 〈x1, · · · , xn, ∂1, · · · , ∂n〉 / ([xi, xj ] = [∂i, ∂j ] = 0, [∂i, xj ] = δij)1≤i,j≤n

When n = 1, A1 (k) = k〈x,∂〉
(∂x−x∂=1) .

K0 (An (k)) = Z, hence every projective is stably free.

Theorem 4.5. [Sta�ord, 1981] Every stably free An (k)-module of rank ≥ 2 is free, but for each

n ≥ 1, there is no stably free module of rank 1.

118



4.4 Projective and Injective Modules 4 HOMOLOGICAL ALGEBRA

For A1 (k), there are classi�ed by Wilson, B in 1999. For An (k) , n ≥ 2, this is open.

Problem: Given a left ideal I ⊆ An (k), �nd conditions when I is projective.

Exercise 4.10. Let R = A1 (k), show that I = Rxm+1 + R (x∂ +m) is projective but not free,

m ≥ 1.

Injective Modules

Proposition 4.1. (Baer Criterion) I is injective in R−Mod if and only if 23 holds for left ideals

in R, i.e. for any left ideal J ⊆ R and any ϕ : J → I there exists ϕ̃ : R→ I such that ϕ̃J = ϕ.

Proof. Take X ⊆ Y and ϕ : X → I, we need to extend ϕ to ϕ̃ : Y → I.

Consider the set S = {(X ′, ϕ′ : X ′ → I) |X ⊆ X ′ ⊆ Y, ϕ′|X = ϕ}. Note that S is a poset with

respect to inclusion and every chain is bounded above by Y . By Zorn's lemma, there exists (X0, ϕ0)

a maximal element in S . We claim that X0 = Y . Assume that X0 ( Y , take y ∈ Y \X0, de�ne

X1 = X0 +Ry ⊆ Y . It comes with projection

p : X0 ⊕R → X1

(x0, 0) 7→ x0

(0, r) 7→ ry

Take J = Ker (p), then we have a exact sequence in R−Mod

0→ J
(i1,i2)−−−−→ X0 ⊕R

p−→ X1 → 0 (24)

Note that p|X0 : X0 ↪→ X1 is mono, so i2 : J → R is injective. (Indeed, if a, b ∈ J, a 6= b, then

(i1 (a) , i2 (a)) 6= (i1 (b) , i2 (b)). If i1 (a) = i1 (b), then i2 (a) 6= i2 (b). . If i1 (a) 6= i1 (b), since

p (i1 (a) , i2 (a)) = p (i1 (b) , i2 (b)) = 0, p (0, i2 (b)) = −p (i1 (b)) 6= −p (i1 (a) , 0) = p (0, i2 (a)), so

i2 (a) 6= i2 (b). Hence i2 : J → R is injective.)

We can identify J as a left ideal in R via i2. Since 24 is right exact, we have X1
∼= X0

∐
J

R, and
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a Cocartesian diagram

J �
� i2 //

��

R

�� ψ̃

��

X0
� � //

ϕ0 //

X1

ϕ1

  
I

Consider ψ : J
i1−→ X0

ϕ0−→ I, and by assumption we can extend it to ψ̃ : R→ I such that ψ̃|J = ψ.

Since ψ̃ and ϕ0 agree on J , we have a canonical extension ϕ1 : X1 = X0

∐
J

R → I such that

ϕ1|X0 = ϕ0.

The existence of ϕ1 contradicts with the maximality of (X0, ϕ0), so X0 = Y , and ϕ0 : Y → I is

the desired extension.

Next we will discuss properties of injectives from another aspect.

De�nition 4.17. A nonzero element 0 6= r ∈ R is called (left) regular if Rr : R → R, x 7→ xr is

injective, i.e. xr = 0 implies x = 0.

De�nition 4.18. A left module M is called divisible if rM = M for any left regular r ∈ R, i.e. for

any m ∈M and any regular r ∈ R, there exists m′ ∈M such that rm′ = m.

Note that a quotient of a divisible module is divisible.

Example 4.12. R = Z, M = Q is divisible as Z-module, so is Q/Z.

Lemma 4.4. For any R, injective R-modules are divisible.

Proof. Take any regular r ∈ R, consider the exact sequence

0→ R
·r−→ R −→ R/R · r → 0

If I is injective, apply HomR (−, I) to this short exact sequence we get a new short exact sequence

0 // HomR (R/R · r, I) // HomR (R, I) //

∼=
��

HomR (R, I) //

∼=
��

0

I
r· // I

120



4.4 Projective and Injective Modules 4 HOMOLOGICAL ALGEBRA

hence rI = I.

Lemma 4.5. If R is a (left) PID, every divisible is injective.

Proof. Take any left ideal J ⊆ R, since R is a (left) PID, there exists r ∈ R such that J = R · r.

r is regular since R is a domain. Any ϕ : J → M is determined by m = ϕ (r) ∈ M , since

ϕ (x · r) = xϕ (r) = x ·m,∀x ∈ R. Take m′ ∈M such that r ·m′ = m, de�ne

ϕ̃ : R → M

x 7→ xm′

then ϕ̃|J = ϕ because ϕ̃ (xr) = xϕ̃ (r) = xrm′ = xm.

Corollary 4.4. Ab has enough injectives.

Proof. Ab = Z −Mod where Z is PID. Note products and quotients of injectives are injectives.

For any Z-module M , de�ne I (M) =
∏

HomZ(M,Q/Z)Q/Z. I (M) is injective, being a product of

injectives, and there is a canonical map i : M ↪→ I (M).

Proposition 4.2. Let F : A 
 B : G be a pair of additive adjoint functors between abelian

categories, then

1. If F is (left) exact, then G maps injectives to injectives.

2. If G is (right) exact, then F maps projectives to projectives.

Proof. For any I ∈ Ob (B), consider Hom (−, GI) : Aop → Ab,

HomA (−, GI) ∼= HomB (F (−) , I) = HomB (−, I) ◦ F

If I is injective and F is exact, then HomB (−, I) ◦ F is exact, so G (I) is injective.

Recall associated to the canonical homomorphism of rings i : Z → R is the adjoint triple

121



4.4 Projective and Injective Modules 4 HOMOLOGICAL ALGEBRA

(
i∗, i∗, i

!
)
)

R−Mod

i∗

��
Z−Mod

i!

aa

i∗

==

where i∗ is the restriction functor given by Z→ R→M , and

i∗ : Z−Mod → R−Mod

M 7→ R⊗ZM

is the induction functor, and

i! : Z−Mod → R−Mod

M 7→ HomZ (R,M)

is the coinduction functor. Then i∗ is right exact, i∗ is exact and i! is left exact. By the above

proposition, i! maps injectives to injectives. Also i! maps monics to monics, and the unit adjunction

associated to
(
i∗, i

!
)
is monic since for any R-module M ,

ηM : M ↪→ i!i∗M

is a monomorphism by considering

ηM : M ∼= HomR (R,M) ⊆ HomZ (R,M) ∼= i!i∗ (M)

Finally, we can combine all the these to prove the following theorem.

Theorem 4.6. R−Mod has enough injectives.

Proof. For any R-module M , i∗ (M) is a Z-module. Since Ab has enough injectives, there exists

an injective Z-module I such that f : i∗M ↪→ I is a monomorphism in Ab. Apply i! to f , we get

M ↪→ i!i∗ (M) ↪→ i! (I)
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and i! (I) is injective in R−Mod. Hence M embeds in an injective in R−Mod.

4.5 Injective Envelopes and Projective Covers

Let A be an abelian category. Assume A has enough injectives.

De�nition 4.19. An injective envelope (hull) of M ∈ Ob (A) is a monomorphism i : M ↪→ E in A

with

1. E ∈ Inj (A).

2. For any monomorphism ϕ : M → I with I injective, there exists ϕ̄ : E ↪→ I such that

M �
� ϕ //� p

i   

I

E
/�

ϕ̄
??

commutes.

We say that A has injective envelopes if (E, i) exists for every M ∈ Ob (A).

Remark 4.5. ϕ̄ needs not to be unique. If (E, i) exists, it is unique up to non-unique isomorphism.

Dually , assume A has enough projectives.

De�nition 4.20. A projective cover of M ∈ Ob (A) is an epimorphism p : P �M in A with

1. P ∈ Proj (A).

2. For any epimorphism ψ : Q�M with Q projective, there exists ψ̄ : Q� P such that

Q
ψ // //

ψ̄ �� ��

M

P

p
>> >>

commutes.

We say that A has projective covers if (P, p) exists for every M ∈ Ob (A).

There is a useful characterization of injective envelopes in terms of essential extensions.
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De�nition 4.21. A monomorphism f : L ↪→ E is called essential (or E is called an essential

extension of L) if for any nonzero subobject 0 6= M ⊆ E, f (L) ∩M 6= ∅.

Lemma 4.6. If f : L ↪→ E and E is injective, then E is an essential extension of L if and only if

(E, f) is an injective envelope.

Proof. If (E, f) is an injective envelope, for any subobject 0 6= M ⊆ E, we have a canonical

monomorphism i : M ↪→ E. If I = f (L) ∩M = ∅, Let C = Coker (i), then the composition

L �
� f // E

c // // C

is mono since if c ◦ f ◦ g = c ◦ f ◦ h for g, h : A→ L,

A
g //

h
// L
� � f // E

c // // C

c ◦ f ◦ (g − h) = 0, note f ((g − h) (A))∩M = ∅, so f ◦ (g − h) = 0, and since f is mono, g− h = 0,

i.e. g = h. This contradicts with the fact that (E, f) is an injective envelope, so f (L) ∩M 6= ∅.

If E is an essential extension of L, for any a monomorphism ϕ : L ↪→ I with I injective, we have

0 // L �
� f //� _

ϕ

��

E

ϕ̄��
I

Suppose ϕ̄ is not mono, then M = Ker (ϕ̄) 6= 0, and f (L)∩M = ∅, which contradicts with the fact

that E is an essential extension of L, so ϕ̄ is mono, hence (E, f) is an injective envelope.

Thus injective envelopes are maximal essential extensions.

Corollary 4.5. If A has injective envelopes, then E ∈ Inj (A) if and only if any essential extension

i : E → E′ is an isomorphism.

Exercise 4.11. Show that k = k [x] / (x) has no projective covers in k [x]−Mod.

Proof. Consider Q = Mn (k) which is simple, there is no epimorphism Q� k.

Corollary 4.6. R−Mod has injective envelopes buy not projective covers.
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Remark 4.6. Even if A has enough injectives, injective envelopes may not exist.

Example 4.13. A = (k [x]−Mod)op has no injective envelopes.

4.6 Main Theorem of Homological Algebra

Let A be an abelian category, Com (A) is the category of complexes over A.

Recall that Com (A) is abelian with kernel and cokernel de�ned �bre-wise. If f• : X• → Y • is

a morphism in Com (A), then

Ker (f•) :=

[
· · · → Ker (fn)

dn|ker(fn)−−−−−−→ Ker
(
fn+1

) dn+1|ker(fn+1)−−−−−−−−−→ Ker
(
fn+2

)
→ · · ·

]

Let A•, B•, C• be three complexes in Com (A), then by de�nition, 0→ A•
f•−→ B•

g•−→ C• → 0

is exact in Com (A) if and only if 0→ An
fn−→ Bn gn−→ Cn → 0 is exact in A for any n ∈ Z.

De�ne Exc (A) to be the category with

Objects: short exact complexes
{

0→ A•
f•−→ B•

g•−→ C• → 0
}
in Com (A).

Morphisms: commutative diagrams

0 // A•1
f•1 //

ϕ•A
��

B•1
g•1 //

ϕ•B
��

C•1
//

ϕ•C
��

0

0 // A•2
f•2 // B•2

g•2 // C•2
// 0

in Com (A).

Recall we de�ned the n-th cohomology functor to be

Hn : Com (A) −→ A

(X•, d•) 7−→ Hn (X) := Ker (dn) /Im
(
dn−1

) ∼= Coker
(
Imdn−1 → Kerdn

)
= Ker

(
Cokerdn−1 → Coimdn

)
We can assemble Hn into one additive functor

H• : Com (A) −→ Com (A)

(X•, d•) 7−→ (Hn (X) , 0)n≥0
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De�ne for each n ∈ Z two functors Fn, Gn : Exc (A)→ A given by

Fn
(

0→ A•
f•−→ B•

g•−→ C• → 0
)

:= Hn (C) Fn (ϕ•A, ϕ
•
B, ϕ

•
C) := Hn (ϕC)

Gn
(

0→ A•
f•−→ B•

g•−→ C• → 0
)

:= Hn+1 (A) Gn (ϕ•A, ϕ
•
B, ϕ

•
C) := Hn+1 (ϕA)

Lemma 4.7. There is a natural transformation δn : Fn → Gn for each n ∈ Z, called the connecting

homomorphism.

Proof. Given E = (0→ A→ B → C → 0) ∈ Ob (Exc (A)), we need to de�ne δn (E) : Hn (C) →

Hn+1 (A). Apply Mitchell Theorem and think of objects A,B,C as complexes of modules over a

ring.

Let's construct δn (E) explicitly.

0 // An−1 fn−1
//

dn−1
A
��

Bn−1 gn−1
//

dn−1
B
��

Cn−1 //

dn−1
C
��

0

0 // An
fn //

dnA
��

Bn gn //

dnB
��

Cn //

dnC
��

0

0 // An+1 fn+1
//

dn+1
A��

Bn+1 gn+1
//

dn+1
B��

Cn+1 //

dn+1
C��

0

0 // An+2 fn+2
// Bn+2 gn+2

// Cn+2 // 0

Given z ∈ Hn (C), choose c ∈ Cn such that dnC (c) = 0 and z = [c]. Since gn is epic, there exists

b ∈ Bn such that gn (b) = c. Note that gn+1 (dnB (b)) = dnC (gn (b)) = 0, so dnB (b) ∈ Kergn+1 =

Imfn+1, there exists a unique a ∈ An+1 such that fn+1 (a) = dnB (b). Note that fn+2
(
dn+1
A (a)

)
=

dn+1
B

(
fn+1 (a)

)
= dn+1

B dnB (b) = 0, and since fn+2 is mono, dn+1
A (a) = 0, so a is a (n+ 1)-cycle.

De�ne δn (E) (z) = [a].

This doesn't depend on the choice of c. Suppose z = [c′], then c′ = c+ dn−1
C (c′′) for some c′′ ∈

Cn−1. Then there exists b′′ ∈ Bn−1 such that gn−1 (b′′) = c′′. By commutativity, gn
(
dn−1
B (b′′)

)
=

dn−1
C (c′′), and dnB

(
dn−1
B (b′′)

)
= 0, since fn+1 is injective, fn+1 (0) = 0, so δn (E) ([c′]) = [a].

Theorem 4.7. For any exact sequence

E = [0→ A• → B• → C• → 0] 3 Exc (A)
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the sequence

0 H0(A) H0(B) H0(C)

H1(A) H1(B) H1(C)

H2(A) H2(B) H2(C)

Hn(A) Hn(B) Hn(C) · · ·

α0

α1

is acyclic, or exact. It's called long exact cohomology sequence associated to E.

Proof. Routine veri�cation.

Remark 4.7. The long exact sequence is functorial in the sense that E → LE is a functor Exc (A)→

Com (A).

If we invert cohomological algebra to homological algebra X̃n = X−n, then 0→ Ã → B̃ → C̃ → 0

gives

· · · Hn+1(A) Hn+1(B) Hn+1(C)

Hn(A) Hn(B) Hn(C)

Hn−1(A) Hn−1(B) Hn−1(C)

H0(A) H0(B) H0(C) 0

α0

α1

Lemma 4.8. (Snake Lemma) Given commutative diagram in A

0 // A1
//

α

��

B1
//

β
��

C1
//

γ

��

0

0 // A2
// B2

// C2
// 0

with exact rows, then we have

· · · Ker(α)(A) Ker(β) Hn+1(C)

Hn(A) Hn(B) Hn(C) 0

α0
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Corollary 4.7. (Five Lemma) If we have

X1
//

f1
����

X2
//

o f2
��

X3
//

f3
��

X4
//

o f4
��

X1� _

f1
��

Y1
// Y2

// Y3
// Y4

// Y5

then f3 is an isomorphism if the two rows are exact, and f1 is epi, f5 is mono, f2, f4 are isomor-

phisms.

Remark 4.8. If X1 = Y1 = X5 = Y5 = 0, this immediately follows from snake lemma.

Corollary 4.8. (3×3 lemma) In the following diagram,

0

��

0

��

0

��
0 // X1

��

// Y1

��

// Z1

��

// 0

0 // X2

��

// Y2

��

// Z2

��

// 0

0 // X3

��

// Y3

��

// Z3

��

// 0

0 0 0

If the rows and middle column are exact, then the left column is exact if and only if the right column

is exact.

4.7 Operations on Complexes

There are various operations and constructions on complexes similar to one's on spaces.

Quasi-isomorphism and Homotopy Equivalences

Recall that a morphism f : X• → Y • is a quasi-isomorphism if Hn (f) : Hn (X) → Hn (Y ) is an

isomorphism in A for any n ∈ Z.

Example 4.14. X• is acyclic if and only if 0 : X• → X• is a quasi-isomorphism.
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Example 4.15. Given a complex
[
0→ A

f−→ B
g−→ C → 0

]
in Com (A), de�ne

X• = [0 → A
f−→ B → 0]

↓ ↓ g

Y • = [0 → 0 → C → 0]

then
[
0→ A

f−→ B
g−→ C → 0

]
is exact if and only if g• is a quasi-isomorphism.

De�nition 4.22. f, g : X• → Y • are called homotopic in Com (A) if there exists hn : Xn → Y n−1

such that fn − gn = dn−1
Y hn + hn+1dnX

· · · // Xn−1 //

gn−1

��

fn−1

��

Xn //

gn

��

fn

��

hn

}}

Xn+1 //

gn+1

��

fn+1

��

hn+1

}}

· · ·

· · · // Y n−1 // Y n // Y n+1 // · · ·

De�nition 4.23. f• : X• → Y • is called homotopy equivalence in Com (A) if there exists g• :

Y • → X• such that g ◦ f ' IdX and f ◦ g ' IdY .

Lemma 4.9. If f• ' g•then H• (f) = H• (g).

Proof. It su�ces to prove that f ' 0 if and only if H• (f) = 0. f ' 0 implies that fn = dn−1
Y hn +

hn+1dnX then fn|KerdnX = dn−1
Y hn factors through Imdn−1

Y , so Hn (f) = 0,∀n ∈ Z.

Corollary 4.9. Every homotopy equivalence is quasi-isomorphism.

Proof. f• ◦ g• ' IdY if and only if H• (f) ◦H• (g) = Id, and g• ◦ f• ' IdY if and only if H• (g) ◦

H• (f) = Id. Hence H• (f) and H• (g) are quasi-isomorphisms.

Remark 4.9. Not every quasi-isomorphism is a homotopy equivalence, for example, in A = Ab,

X• = [0 // Z 2· //

��

Z //

��

0]

Y • = [0 // 0 // Z/2Z // 0]

is a quasi-isomorphism but not a homotopy equivalence, since Hom (Y •, X•) = 0.
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This has important implication.

Remark 4.10. Let F : A → B be an additive functor between abelian categories. Extend it degree-

wise to

F • : Com (A) → Com (B)

(X•, dX) 7→ (FX•, FdX)

Note that even when F • is not exact, it maps homotopy equivalences to homotopy equivalences.

But F does not preserve quasi-isomorphism.

Example 4.16. A = Ab, we modify the above example

X•

f•

��

= [· · · // Z/2Z

��

� � // Z/4Z 2· //

��

Z/2Z

��

� � // Z/4Z //

��

0]

Y • = [· · · // 0 // Z/2Z // 0 // Z/2Z // 0]

f• is a quasi-isomorphism. Take F = HomZ (Z/2,−) : Ab→ Ab and apply F to f• we get

FX•

Ff•

��

= [· · · // Z/2Z //

0

��

Z/2Z 2· //

0
��

Z/2Z //

0

��

Z/2Z //

0
��

0]

FY • = [· · · // 0 // Z/2Z // 0 // Z/2Z // 0]

which is not a quasi-isomorphism.

4.8 Canonical Constructions on Complexes

Suspension

For each k ∈ Z, de�ne a functor [k] : Com (A)→ Com (A) with

Objects:
(
X• [k] , d•X[k]

)
where X [k]n = X+k and dnX[k] = (−1)k dn+k

X .

Morphisms: [k] acts as identity.

Lemma 4.10. [k] is an automorphism of Com (A) with inverse [−k].
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Example 4.17. There exists a natural embedding of categories

A −→ Com (A)

X 7−→
[
0→ X

0
→ 0

]

Note that X [k] =

[
0→ X

−k
→ 0

]
, [k] shifts degree to the left X [k]n =


X n = −k

0 n 6= −k
.

Remark 4.11. In homological notation, X• 7→ X [k]• is de�ned by X [k]n = Xn−k. In this case,

X =
[
0→ X

0
→ 0

]
7−→ X [k] =

[
0→ X

k
→ 0

]
.

Mapping Cones

Let Mor (Com (A)) be the category of morphisms of complexes.

Objects: {f• : X• → Y •}

Morphisms: Hom (f•1 , f
•
2 ) =


(α•, β•) | X•1

α //

f•1
��

X•2

f•2
��

Y •1
β // Y •2

commutes


De�nition 4.24. The mapping cone is a functor

C• : Mor (Com (A)) −→ Com (A)

(f• : X• → Y •) 7−→ C• (f•) = (Y • ⊕X• [1] , d•C)

where

C• (f•) =


· · · →

Y n

⊕

Xn+1

 dnY fn+1

0 −dn+1
X


−−−−−−−−−−−−→

Y n+1

⊕

Xn+2

→ · · ·


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Note dn+1
C ◦ dnC =

 dnY fn+2

0 −dn+2
X


 dnY fn+1

0 −dn+1
X

 =

 dn+1
Y dnY dn+1

Y fn+1 − fn+2dn+1
X

0 dn+2
X dn+1

X

 = 0.

Therefore C• (f•) is a well-de�ned complex. On morphisms, C• (α•, β•) = β• ⊕ α• [1].

Example 4.18. Let f : X → Y be a morphism in A, thinking of f as the morphism between two

0-complexes in Com (A).

C• (f) = Y ⊕X [1] =

[
0→ X

−1

f−→ Y
0
→ 0

]

then

Hn (C• (f)) =


Ker (f) n = −1

Coker (f) n = 0

0 o.w.

Remark 4.12. C• (f) is the replacement of kernel and cokernel in D (A) = Com (A)
[
W−1

]
which

is additive but not abelian.

Proposition 4.3. For f• : X• → Y •, we have f is a quasi-isomorphism if and only if C• (f•) is

acyclic.

Proof. There is a natural short exact sequence of complexes for any f• : X• → Y •,

0 // Y • �
� // C• (f•) = Y • ⊕X• [1] // // X• [1] // 0

i.e.

0 // Y n � � // Y n ⊕Xn+1 // // Xn+1 // 0

is exact for any n ∈ Z. To see that it's well-de�ned, we can check

0 // Y n � � i //

dnY
��

Y n ⊕Xn+1 p // //

dnC
��

Xn+1 //

dn+1
X
��

0

0 // Y n+1 � � i // Y n+1 ⊕Xn+2 p // // Xn+2 // 0
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commutes by direct computation. Associated long exact sequence in cohomology

· · · → Hn (Y )→ Hn (C (f))→ Hn (X [1]) = Hn+1 (X)
δn−→ Hn+1 (Y )→ Hn+1 (C (f))→ Hn+1 (X)→ · · ·

where δn = Hn+1 (f). Hence f is a quasi-isomorphism if and only if δn are isomorphisms for any

n ∈ Z, if and only if Hn (C (f)) = 0, ∀n ∈ Z, i.e. C• (f•) is acyclic.

Exercise 4.12. Let Comb (A) ⊆ Com (A) be the full subcategory of bounded complexes, i.e.

Xn = 0, ∀n� 0. Then Comb (A) is generated by A in the sense that any complex can be obtained

by taking iterated suspensions and mapping cones. This implies that Db (A) is generated (as a

triangulated category) by A.

Remark 4.13. Let C be a pointed model category. Mor (C) the category of morphisms in C is a

model category.

F : Mor (C) 
 C : G

(∗ → X) ←[ X(
X

f−→ Y
)
7→ ∗ t Y = colim

{
∗ → X

f−→ Y
}

with

LF : Ho (Mor (C)) 
 Ho (C) : RG

where

LF
(
X

f−→ Y
)

= hocolim
(
∗ ↪→ X

f−→ Y
)

:= hoco�br
(
X

f−→ Y
)

If C = (Com (A) , 0), then LF = C. If C = Top∗, then LF is the classical mapping cone.
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Mapping Cylinder

Given f• : X• → Y •, de�ne Cyl (f) = C•
(
C (f) [−1]

p[−1]−−−→ X

)
. We can write this explicitly.

Cyl (f) = Y • ⊕X• ⊕X• [1] as graded objects. Di�erential is given by

dnCyl :

Y n

⊕

Xn

⊕

Xn+1


dnY 0 −fn+1

0 dnX IdX

0 0 −dn+1
X


−−−−−−−−−−−−−−−−→

Y n+1

⊕

Xn+1

⊕

Xn+2

Check that dn+1
Cyl ◦ dnCyl = 0,∀n ∈ Z, so Cyl (f) is a complex.

There are two natural exact sequences for any f : X → Y .

0→ X•
iX
↪→ Cyl (f)

πf−→ C (f) → 0

xn 7→


0

xn

0

 ,


yn

xn

xn+1

 7→

 yn

xn+1



0→ Y •
αY−−→ Cyl (f) −→ C (−IdX) → 0

yn 7→


yn

0

0

 ,


yn

xn

xn+1

 7→

 xn

xn+1


Proposition 4.4. We have

1. f• is a quasi-isomorphism if and only if iX is a quasi-isomorphism.

2. For any f• : X• → Y •, αY is a quasi-isomorphism.

Proof. f• is a quasi-isomorphism if and only if Hn (C (f)) = 0, ∀n ∈ Z, if and only if every Hn (iX)

is isomorphism.

IdX is a quasi-isomorphism, so C (−IdX) is acyclic, hence αY is a quasi-isomorphism.
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Exercise 4.13. Show that the morphism

β• : Cyl (f) → Y •
yn

xn

xn+1

 7→ yn + fn (xn)

is well-de�ned and β ◦ α = IdY and α ◦ β ' IdCyl(f), thus α is a homotopy equivalence.

Proof. By direct computation, fβn ◦ αn (yn) = yn, so β ◦ α = IdY . And

αn ◦ βn




yn

xn

xn+1


 =


yn + fn (xn)

0

0

 ,

check that

s :


yn

xn

xn+1

 7→


0

0

xn


de�nes a chain homotopy between α ◦ β and IdCyl(f).

4.9 Classical Derived Functor

Philosophically (classical) interesting objects in abelian categories are expressed in terms of exact

sequences of simple objects, e.g. 0 → X1 → X → X2 → 0. What happens if we apply additive

functors to interesting objects? Unfortunately, interesting functors are usually not exact. If 0 →

FX1 → FX → FX2 → 0 is not exact, we cannot express FX in terms of FX1 and FX2.

Idea: we associate to F some correction in a universal way, the derived functors, to restore cor-

rectness.

δ-functors

Let A,B be abelian categories.
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De�nition 4.25. A left δ-functor is a sequence T = (Ti, δi)i≥0 of additive functors Ti : A → B and

morphisms of functors δi : Ti+1 (X2)→ Ti (X1) on the category Exc (A) of short exact sequences.

(0→ X1 → X → X2 → 0) � // Ti+1 (X2)

��
(0→ X1 → X → X2 → 0) � // Ti (X1)

such that for any short exact sequence 0 → X1 → X → X2 → 0 in Exc (A), we have a long exact

sequence

· · · → Ti+1 (X1)→ Ti+1 (X)→ Ti+1 (X2)
δi−→ Ti (X1)→ Ti (X)→ Ti (X2)

δi−1−−→ Ti−1 (X1)→ · · · → T0 (X1)→ T0 (X)→ T0 (X2)→ 0.

De�nition 4.26. A left δ-functor is universal if for any left δ-functor T ′ = (T ′i , δ
′
i)i≥0 given together

with f0 : T0 → T ′0, there exists a unique extension fi : Ti → T ′i commuting with δi's.

De�nition 4.27. (Grothendieck) Let F : A → B be a right exact functor, then its classical left

derived functor LF is a universal left δ-functor (LiF, δi)i≥0 with the property L0F ∼= F .

Dually, we can de�ne right δ-functors T = (Ti, δi)i≥0 of additive functors Ti : A → B and

morphisms of functors δi : Ti (X1) → Ti+1 (X2) such that for any short exact sequence 0 → X1 →

X → X2 → 0 in Exc (A), we have a long exact sequence

0→ T0 (X2)→ T0 (X)→ T0 (X1)
δ0−→ T1 (X2)→ · · · → Ti−1 (X1)

δi−1−−→ Ti (X2)→ Ti (X)→ Ti (X1)
δi−→ Ti+1 (X2)→ · · ·

De�nition 4.28. Let F : A → B be a left exact functor, then its classical right derived functor RF

is a universal right δ-functor (RiF, δi)i≥0 with the property R0F ' F .

Main Problem: which conditions on A and B and F ensure the existence of derived functors?

How to compute them?

There are di�erent conditions, but the simplest and universal (in the sense that this condition

only depends on A) condition is given by the following theorem.

Theorem 4.8. If A has enough projectives, then every right exact functor has a left derived functor.

Theorem 4.9. If A has enough injectives, then every left exact functor has a right derived functor.
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Construction: Assume that A has enough projectives. Given any object X ∈ Ob (A), there is an

epimorphism ε0 : P 0 → X with P 0 projective in A.

Take X−1 = Ker
(
ε0
)
∈ Ob (A), there exists ε1 : P−1 → X−1 with P−1 projective. Iteratively we

can get a complex

P • =

[
· · · → P−2 d−2

−−→ P−1 d−1

−−→ P 0 → 0

]
in A with each P i, i ≤ 0 projective and ε• : P • → X is a surjective quasi-isomorphism, where

X = [0→ X → 0] as a complex.

De�nition 4.29. IfA has enough projective, everyX ∈ Ob (A) can be covered by quasi-isomorphism

ε• : P • → X•, and it's called a projective resolution of X.

Exercise 4.14. Let X• be a bounded complex (Xi = 0, i � 0) in Com (A), then there exists P •

with quasi-isomorphism ε• : P • → X• called a projective resolution of X•.

Projective resolutions are not unique, but they have the following properties.

Lemma 4.11. If f : X → Y is a morphism in A, εX : P • → X and εY : Q• → Y are two projective

resolutions, then there exists f̃• : P • → Q• in Com (A) such that

P •
f̃• //

εX
����

Q•

εY
����

X
f // Y

and

H• (P •)
H•(f̃•)

//

εX o
��

H• (Q•)

εY o
��

X
f // Y

where H•
(
f̃•
)
∼= f .

Proof. Put P ′ = X, d0
P = εX , Q

′ = Y, d0
Q = εY , then

[
· · · → P−2 d−2

−−→ P−1 → P 0 d0P−−→ P ′ → 0

]
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and [
· · · → Q−2 d−2

−−→ Q−1 → Q0
d0Q−−→ Q′ → 0

]
are acyclic, with Pi, Qj , i, j ≤ 0 projective.

Put f ′ = f : P ′ → Q′, we will prove the existence of fk : P k → Qk by induction on k. Assume

that fk+1, fk+2, · · · , f0 exists, de�ne ϕk = fk+1 ◦ dkP . Since dk+1
Q ◦ ϕk = fk+2 ◦ dk+1

P ◦ dkQ = 0,

Imϕ ⊆ Ker
(
dk+1
Q

)
= Im

(
dkQ

)
. By projectivity of P k, there exists fk : P k → Qksuch that

dkQ ◦ fk = ϕk = fk+1 ◦ dkP .

P k

fk

��

dkP //

ϕk

""

P k+1

fk+1

��

dk+1
P // P k+2

fk+2

��
Qk

dkQ // Qk+1
dk+1
Q // Qk+2

Next, if there are two lifts f•, g• : P • → Q• are two lifts of X
f−→ Y , we need to show there

exists hk : P k → Qk−1such that fk − gk = hk+1 ◦ dkP + dk−1
Q ◦ hk.

· · · // P k−1

fk−1

��

gk−1

��

dk−1
P // P k

fk

��

gk

��

dkP //

hk

}}

P k+1

fk+1

��

gk+1

��

//

hk+1

}}

· · ·

· · · // Qk−1
dk−1
Q // Qk

dkQ // Qk+1 // · · ·

Set h0 = 0 and construct hk by induction. Assume there exists hk+1, hk+2, · · · , h0, de�ne ψk =

fk − gk − hk+1 ◦ dkP : P k → Qk and notice that dkQ ◦ ψk =
(
fk+1 − gk+1 − dkQ ◦ hk+1

)
◦ dkP =

hk+2 ◦ dk+1
P ◦ dkP = 0, so Im

(
ψk
)
⊆ Ker

(
dkQ

)
= Im

(
dk−1
Q

)
, therefore there exists hk : P k → Qk

such that dk−1
Q ◦ hk = ψk = fk − gk − hk+1 ◦ dkP .

Corollary 4.10.

1. If εX : P • → X and ε̃X : P̃ • → X are two resolutions, then there exists f• : P • → P̃ • and

g• : P̃ • → P • such that

P •
f• //

����

P̃ •

g•
oo

����
X =

IdX // X
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and f• ◦ g• ' Id•
P̃
, g• ◦ f• ' Id•P .

2. If f• : P • → Q• is a morphism from projective to acyclic complexes, then f• ' 0.

Construction of Left Derived Functors

Assume that A has enough projections. Let F : A → B be a right exact functor. To de�ne LF ,

choose for any X ∈ Ob (A) a projective resolution εX : P • → X, de�ne LiF : A → B on

Objects: (LiF ) (X) = H−i (F (P •))

Morphisms: for f : X → Y , de�ne a lift f̃ : P •X → P •Y , and (LiF ) (f) = H−i
(
F
(
f̃
))

Lemma 4.11 implies that this de�nition is well-de�ned, i.e. independent of the choice of f̃ and the

choice of resolution.

Theorem 4.10. (Constructive) (LiF )i≥0 is the classical left derived functor of F .

Proof. Step 1: Construct δi making (LiF, δi)i≥0 a left δ-functor.

Step 2: Show that L0F ∼= F . Apply F to the resolution P−1 → P 0 → X → 0, X ∈ Ob (A).

Since F is right exact, FP−1 Fd−1

−−−→ FP 0 → FX → 0 is exact, so H0
(
FP 0

)
= Coker

(
Fd−1

) ∼=
F
(
Cokerd−1

) ∼= FX.

Step 3: Show universality. Use the following Grothendieck's lemma. Note that LiF (P ) =

0,∀i ≥ 0 whenever P is projective, because if P is projective, [0→ P → 0]
Id−→ P is a projective

resolution of P , then FP = [0→ P → 0], and H i (FP ) = 0,∀i 6= 0. Therefore (LiF, δi)i≥0 is

coe�aceable, and hence universal.

De�nition 4.30. A functor F : A → B is called coe�aceable if for any X ∈ Ob (A), there exists

P ∈ Ob (A) with epimorphism f : P � X such that F (f) = 0.

Lemma 4.12. If T = (Ti, δi)i≥0 is a left δ-functor such that Ti is coe�aceable, then T is universal.
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